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1. Introduction

The main conversion process to gain metallic iron from oxidic
iron compounds is the reduction of iron ores by suitable reduc-
ing agents, where iron oxides are reduced to metallic iron by
gaseous reducing agents (CO and H2). During the reduction
of iron ores, oxygen is removed according to the thermodynamic

equilibrium conditions, until the next oxi-
dation level is reached. The gaseous reduc-
tion of iron oxides and the oxidation of the
reducing agents can be described by the fol-
lowing reaction mechanism[1]

FexOy þ yCO ! xFeþ yCO2 (1)

FexOy þ yH2 ! xFeþ yH2O (2)

These equations reveal that the
reduction reactions of iron ores can be
considered as elementary reactions, which
means that the number of moles of the
gaseous components does not change
during the reactions. The leading process
used in iron-making is the blast furnace,
which consists of a moving bed reactor with
countercurrent flow of the solid reactants
against a reducing gas. In the lower part
the iron is molten and carburized.
However, in the blast furnace process iron
ore fines, which build up around 80% of
the total iron ore, need to go through a prep-

aration step (i.e., pelletizing or sintering process[2]). In contrast, by
using fluidized bed technology fine ores can directly be charged
into the reduction process. Such fluidized bed reactors are
used, for example, in the FINEX process.[3,4] The FINEX process,
which was jointly developed by POSCO (Korea) and Primetals
Technologies (Austria), produces hot metal in the same quality
as traditional blast furnaces; however, the coke making and sinter-
ing of the fine ores are avoided. The iron ores that are charged into
the process go through fluidized bed reactors where they are
heated and reduced to direct reduced iron (DRI), charged into
the melter gasifier, where final reduction and melting as well
as the production of reducing gas by gasification of coal with oxy-
gen take place.[5] Another advantage of the FINEX process is the
exhaust gas, which can be used for various other applications such
as heating within a steel plant as, for example, power generation.
More detailed information can be found in ref. [4].

Due to the limited accessibility for measurements, simulation
methods have become one of the most important tools for opti-
mizing the iron making processes.[1,6–9] However, either these
numerical models neglect the impact of the reduction of iron
ore[9] or these are restricted to very small-scale processes such
as individual pellets,[1,8,10] lab-scale fluidized beds,[6,7,11,12] or
small packed beds.[13–15] It has to be noted that the latter utilized
the CFD-DEM approach (Euler–Lagrange approach) to model the
gas–solid flow, where the continuous phase is governed by
computational fluid dynamics (CFD) and the particle trajectories
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Detailed simulations of industrial-scale fluidized beds such as the FINEX process
are still unfeasible due to the wide range of spatial scales. Due to the compu-
tational limitations it is common to apply coarse grids, which do not resolve all
relevant structures. In our previous study (Schneiderbauer, AIChE J. 2017, 63,
3562), we have presented subgrid models, which enable the coarse grid simu-
lation of dense large-scale gas–solid flows. Herein, these corrections are applied
to a parcel-based the dense discrete phase model (DDPM), allowing to study the
hydrodynamics of the FINEX process. Furthermore, the parcel approach is
augmented by an unreacted shrinking core model (USCM) to account for the
direct reduction of the iron ore particles by the reducing agents of H2 and CO.
This DDPM model is tested first for a cold pilot-scale fluidized bed, and second,
the USCM approach is validated for the direct reduction in a lab-scale fluidized
bed. Finally, the model is applied to the FINEX process. The results show fairly
good agreement with measurements of the average bed voidage and with
experimentally determined particle size distributions. The results further indicate
that fines are immediately reduced, whereas the reduction of the largest ore
grains takes considerably longer.
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are computed by using the discrete element method (DEM),
which is rather computationally demanding.[16,17]

As the total number of particles in fluidized bed reactors is
extremely large, it may be impractical to solve the equations
of motion for each particle. It is, therefore, common to
investigate particulate flows in large process units using averaged
equations of motion, i.e., two-fluid models (TFMs; Euler–Euler
approach), which include the interparticle collisions statistically
by kinetic theory-based closures of the particle stresses.[18–20]

However, industrial processes commonly include broad particle
size distributions. In the context of the Euler–Euler approach,
each representative particle diameter requires an additional
momentum and continuity equation (multifluid model), which
considerably raises the computational demand with increasing
number of particle diameters.[21,22] Here, one may restrict the
calculations to spatially constant particle size distributions to
evaluate the gas–solid drag force.[23]

To overcome these deficiencies of CFD-DEM and the
multifluid models, we use the dense discrete phase model
(DDPM).[24–32] Here, particle–particle interactions are repre-
sented by models which use mean values calculated on the
Eulerian mesh. Thus, not every particle and its interactions
are calculated, which significantly reduces the computational
cost.[28–30,33–37] Furthermore, particles are grouped into compu-
tational parcels with the same velocities and properties, which
further allows a considerable reduction of the computational
costs.[38] A second advantage of the DDPM is that the represen-
tation of the particle phase is still of Lagrangian nature. This, in
turn, implies that particle size distributions and gas–particle
reaction can be easily incorporated.

Although the DDPMmodel requires much less computational
resources compared with CFD-DEM as well as a multifluid
model, it is still computationally challenging to assess industrial-
scale processes. The DDPM approach nonetheless requires very
fine computational meshes to resolve all relevant heterogeneous
structures occurring in gas–solid flows, such as clusters and
streamers.[39,40] Consequently, grid coarsening significantly
reduces the computational demands, but inevitably neglects
the small structures and thus leads to an incorrect prediction
of the hydrodynamics of gas–solid flows.[41,42] Here, the
gas–solid drag force has to be outlined as the most significant
contribution.[43] Many subgrid drag modifications have, there-
fore, been proposed to account for the effect of these small meso-
scale structures on the resolved macroscales.[41–49] It has to be
noted that most of those models have been developed in the
context of the Euler–Euler approach, but it is agreed that these
are also applied to Euler–Lagrange simulations.[40,50] Recently,
we have presented a novel approach for deriving constitutive
relations for the unresolved terms appearing in coarse grid sim-
ulations. Thereby, we advanced a spatially averaged two-fluid
model (SA-TFM), which is based on the concepts of turbulence
modeling.[51–58] This approach appears to be more general than
the functional fitting approach used in the literature.[53]

In this article, we present a parcel-based Euler–Lagrange
approach (aka DDPM), which accounts for the unresolved het-
erogeneous gas–solid structures by using subgrid models
derived in our previous work.[51–56] Furthermore, this approach
is verified in the case of a pilot-scale bubbling fluidized bed and
the impact of subgrid structures is discussed. Subsequently, we

combine the present DDPM approach with a particle-based
model for the direct reduction of iron ores, which has been pro-
posed in our previous work.[12] This combined method is applied
to the reduction of hematite ore in a lab-scale fluidized bed and
an industrial-scale fluidized bed (FINEX). Finally, a conclusion
and outlook section ends this article.

2. Numerical Modeling

2.1. Dense Discrete Phase Model

The DDPM formulation is based on the governing equations of a
TFM approach. However, in contrast to TFM the particle phase
equations are discretized by using Lagrangian parcels (represent-
ing a certain amount of solid), where the parcel properties are
projected to the Eulerian grid.[25–32] Thus, the continuity,
momentum, energy, and species transport equations for the
gaseous phase f are given by

∂
∂t
ðϵf ρf Þ þ ∇ ⋅ ðϵf ρf uf Þ ¼ Sm (3)

∂
∂t
ðϵf ρf uf Þ þ ∇ ⋅ ðϵf ρf uf uf Þ ¼ �ϵf ∇pþ ∇ ⋅ τf

þ KDPMðus � uf Þ þ ϵf ρf g þ Smom

(4)

∂
∂t
ðϵf ρf hf Þ þ ∇ ⋅ ðϵf ρf uf hf Þ ¼ ϵf

∂p
∂t

þ τf ∶∇uf � ∇ ⋅ qf

� ∇ ⋅
�
ϵf

Xm
k¼1

hf ,k Jk

�
þ Sh

(5)

∂
∂t
ðϵf ρf Y f ,kÞ þ ∇ ⋅ ðϵf ρf uf Y f ,kÞ ¼ ∇ ⋅ ϵf Jk þ Rk (6)

In Equation (3)–(6) ϵf , ρf , and uf denote the void fraction,
density, and velocity of the fluid phase. Furthermore, p is the
gas-phase pressure, τf ð¼ 2μf ½∇uf þ ð∇uf Þt�Þ is the gas-phase
shear stress tensor with μf being the molecular viscosity, and
g is the gravitational acceleration; hf denotes the specific enthalpy
and qf is the heat flux; Yf ,k stands for a gaseous species (such as
CO, CO2, etc.) with index k, whereas m is the number of species
in the gaseous phase and Jk is the diffusion flux of species k.
Finally, Rk represents the net rate of production/consumption
of species k due to heterogeneous reactions. Sm, Smom, and
Sh are sources of mass, momentum, and enthalpy due to those
heterogeneous reactions. The energy source Sh furthermore
accounts for the convective heat transfer between gas phase
and the discrete solid phase, where we use the model of
Gunn.[59] It has to be emphasized that in this article heat transfer
due to radiation is not considered.

The set of gas-phase equations (Equation (3)–(6)) is aug-
mented by the equations of motion for the solid phase particles

dup
dt

¼ FDðuf � upÞ þ
ρp � ρf

ρp
g � 1

ρp
∇ ⋅ σs (7)

with up being the velocity of particle p, ρp being the particle
density, and FD being the drag coefficient. In this work, we
use the drag model of Beetstra et al.[60] accounting for polydis-
perse particle mixtures. For brevity, the details are not repeated
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here and can be found elsewhere.[11,23,38,60,61] In contrast to the
DEM,[61] where particle–particle collisions are resolved by a con-
tact model,[62,63] these interactions are included by the last term
in Equation (7). Here, σs denotes the solids stress, which on
average determines the impact of all individual collisions.
In the DDPM, σs is usually closed by using the kinetic theory
of granular flows (KTGF),[24] but also other stress models are used
in the literature.[34,39,64] However, in general the evaluation of the
solids stress tensor requires Eulerian field quantities such as vol-
ume fraction and solid velocity us, which can be determined from
projecting the Lagrangian tracking information on the Eulerian
grid used for the solution of Equation (3)–(6). Finally, the drag
coefficient KDPM appearing in Equation (4) is computed from
a local cell average of the drag coefficient used in Equation (7).

2.2. Spatially Averaged DDPM

Due to computational limitations, a highly resolved simulation of
industrial-scale reactors is still unfeasible.[43,65] Euler–Lagrange
methods commonly require at least a grid spacing, which is
approximately 3–4 times the particle diameter.[38,50] It is, therefore,
straightforward to apply coarse grids, which allow a considerable
reduction of the computational effort. Nevertheless, such a proce-
dure does not resolve all relevant flow features by Equations (3)–(6).

In addition, tracking all particles individually is commonly not
feasible. Thus, it is quite common to simulate only a subset of
particles (parcels), where each simulated particle is a proxy
for a prescribed number of real particles (a.k.a. parcel size).[38]

The former coarsening strategies is commonly referred to as
“grid coarsening,” whereas the latter is denoted by “particle
coarsening.”[38]

Mathematically, grid coarsening can be described by applying
a spatial filter operation to Equations (3)–(6), which gives their
filtered (discretized or resolved) counterpart. It has to be noted
that in this article we solely consider the impact of grid coarsen-
ing on the hydrodynamics and not on heat and mass transfer
because in the case of iron ore reduction the reaction rates
are mostly dependent on the grain structure.[1,12] It is expected
that the heterogeneous subfilter distribution of the species
concentrations has only a minor impact on the reaction rates.

The filtered complement of a continuous space–time variable
gðxi, tÞ is given by

ḡðx, tÞ ¼ Gg (8)

where G denotes the filter operator defined by the convolution
of gðx, tÞ with a weighting function Gðx, y,Δf iÞ satisfying
∫GdV ¼ 1. Thus, ḡðx, tÞ is determined by

ḡðx, tÞ ¼ G⋆gðx, tÞ ¼
Z

Gðx, y,Δf iÞgðx, tÞdVy (9)

where Δf i denotes the filter width and G ≡ ðG⋆Þ. Applying
Equation (9) to Equation (3) and (4) yields

∂
∂t
ðϵ̄f ρf Þ þ ∇ ⋅ ðϵ̄f ρf huf if Þ ¼ S̄m (10)

∂
∂t
ðϵ̄f ρf huf if Þ þ ∇ ⋅ ðϵf ρf huf if huf if Þ ¼
� ϵ̄f ∇p̄þ ∇ ⋅ τ̄f � ∇ ⋅ Rf þ K̃DPMðũs � huf if Þ þ ϵ̄f ρf g

(11)

where we used Favre averages

huf if ¼
ϵf uf
ϵ̄f

(12)

The Reynolds-stress-like contribution stemming from the con-
vective term reads

Rf ¼ ϵ̄f ρf ðhuf uf if � huf if huf if Þ (13)

Applying particle coarsening to the equation of motion of the
solid particles (7) reveals

dũp
dt

¼ ð1� cÞF̃Dðhuf if � ũpÞ þ
ρp � ρf

ρp
g � 1

ρp
∇ ⋅ σ̃s �

1
ρp

∇ ⋅ Rs

(14)

with ũp being the parcel velocity. In the following, ˜ represents
parcel properties, such as the solid stress tensor σ̃, which is
derived from the parcel trajectories. Furthermore, Rs is the
Reynolds-stress-like contribution to the solids stress, which
arises from the unresolved dispersion of particles due to particle
coarsening. Finally, c is the fractional correction representing the
reduction of the gas–solid drag force stemming from unresolved
heterogeneous structures.[43–47,51,52,57,58,66] On the one hand,
during the grid coarsening step the spatial structure of small
clusters and streamer is lost. On the other hand, particle coars-
ening neglects the impact of the particle velocity distribution
on the averaged drag force. Following Rauchenzauner and
Schneiderbauer,[52] the fractional correction can be written as

c ¼ �
ð1� ϵ0f Þu

00
f

ϵ̄f ð1� ϵ̄f Þkhuf if � ũpk
(15)

where ϵ0f ¼ ϵf � ϵ̄f and u
00
f ¼ uf � huf if : The covariance

ð1� ϵ0f Þu
00
f can be approximated by

ð1� ϵ0f Þu
00
f ¼ ξf ϵ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2kf ϕ

02
q

(16)

with the correlation coefficient ξf ϵ, the turbulent kinetic energy of

the gas phase kf , and the variance of the void fraction ϕ
02. A good

approximation for the correlation coefficient is given by[53]

ξf ϵ ¼ �0.5ϵ̄f (17)

Closure models for the Reynolds-stress-like contributions are
given by[51]

Rf ¼ ϵ̄f ρf

�
2
3
kf I � 2μf ,t bSf

�
(18)

Rs ¼ ð1� ϵ̄f Þρp
�
2
3
ksI � 2μs,t bSs

�
(19)

It has to be emphasized that we already discussed the consti-
tutive relations for ks, kf , μf ,t, μs,t, and ϕ

02 in detail previously,
and thus we do not discuss them here. These can be found in
our previous work.[51,52,54] Finally, the drag coefficient K̃DPM
appearing in Equation (11) is computed from a local cell average
of the drag coefficient ð1� cÞFD used in Equation (14).
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2.3. Modeling Direct Reduction of Iron Ore

The main reactions for the reduction of metallic oxide with a gas-
eous reductant of carbon monoxide (CO) and hydrogen (H2) can
be expressed with the following steps:[1,8,12]

Hematite to magnetite:

3Fe2O3 þ CO=H2 ! 2Fe3O4 þ CO2=H2O (20)

Magnetite to wustite:

Fe3O4 þ CO=H2 ! 3FeOþ CO2=H2O (21)

Wustite to iron:

FeOþ CO=H2 ! Feþ CO2=H2O (22)

If the reaction temperature is below 570 �C, then there is no
wustite formation and magnetite reduces directly to metallic iron
with the reaction

0.25Fe3O4 þ CO=H2 ! 0.75Feþ CO2=H2O (23)

2.3.1. Reaction Kinetics

The most common types of representation models for the non-
catalytic reactions of solids submerged in fluids are the shrinking
particle model (SPM) and the unreacted shrinking core model
(USCM),[12] where the USCM is accepted as the most precise
model to represent direct reduction of iron ore.[1,8] In particular,
in this work we use a three-layer USCM to represent the three
interfaces of hematite/magnetite, magnetite/wustite, and wus-
tite/iron (Figure 1a). For further details about the three-layer
USCM, the reader is referred to our previous work.[12]

According to Tsay et al.[67] the removal rate of oxygen is deter-
mined through the following mechanisms: 1) the reducing gas is
transported through the gas film onto the particle surface (F);
2) diffusion through the porous iron layer (BFe); 3) reactants react
with wustite at the wustite/iron interface and form iron (AwFe);
4) remaining reactants diffuse through the wustite layer to the
wustite/magnetite interface (Bw); 5) reaction with magnetite at
layer surface forming wustite and gaseous products (Amw);
6) remaining reactants diffuse through the magnetite layer
to the magnetite/hematite interface (Bm); 7) reaction with

hematite core forming magnetite and a gaseous products
(Ahm); and 8) the gaseous products diffuse outward through
the pores of the pellet.

As each step is a resistance to the total reduction of the pellet,
the reduction pattern of a single particle can be considered to
follow a resistance network such as an electrical resistance circuit
network (Figure 1b). The solution of this resistance network
yields the reaction flow rate of

dmij
k

dt of the gas species for the
relative layers yields

dmhm
k

dt
¼ 1

RTp

4πr2p
Whm

vkMk

n
½AwFeðAmw þ Bw þ BFe þ FÞ

þ ðBFe þ FÞðAmw þ BwÞ�ðpk � phmk,eqÞ
� ½AwFeðBw þ BFe þ FÞ þ BwðBFe þ FÞ�
� ðpk � pmw

k,eqÞ � ½AmwðBFe þ FÞ�ðpk � pwFek,eqÞ
o

(24)

dmmw
k

dt
¼ 1
RTp

4πr2p
Whm

vkMk

n
½ðAhm þBm þBwÞðAwFeþBFeþFÞ

þAwFeðBFeþFÞ�ðpk� pmw
k,eqÞ� ½BwðAwFeþBFeþFÞ

þAwFeðBFeþFÞ�ðpk� phmk,eqÞ
� ½ðAhm þBmÞðBFeþFÞ�ðpk� pwFek,eqÞ

o
(25)

dmwFe
k

dt
¼ 1
RTp

4πr2p
Whm

vkMk

n
½ðAhm þBmÞðAmw þBw þBFeþFÞ

þAmwðBw þBFeþFÞ�ðpk� pwFek,eqÞ
� ½AmwðBFeþFÞ�ðpk � phmk,eqÞ
� ½ðAhm þBmÞðBFeþFÞ�ðpk� pmw

k,eqÞ
o

(26)

where

Whm ¼ ðAhm þ BhmÞ½AwFeðAmw þ Bw þ BFe þ FÞ
þ ðAmw þ BmÞðBw þ FÞ�
þ Amw½AwFeðBm þ Bw þ FÞ þ BwðBFe þ FÞ�

(27)

In Equation (24)–(26), R is the universal gas constant, Tp is the
temperature of the particle, rp is the diameter of the particle, νk is
the stoichiometric coefficient of reactant gas species k, Mk

(a) (b)

Figure 1. a) A schematic of the three-layer USCM;[12] b) the visualization of the stepwise reduction of iron oxide as an electrical circuit network, where the
resistances due to chemical reactions are represented as A, diffusion resistances through individual layers as B, and the resistance due to mass transfer
through the gas film as F. pwFek,eq denotes the equilibrium partial pressure at the wustite–iron interface, pmw

k,eq denotes the equilibrium partial pressure at the
hematite–wustite interface, and phmk,eq denotes the equilibrium partial pressure at the hematite–magnetite interface.

www.advancedsciencenews.com
l

www.steel-research.de

steel research int. 2020, 91, 2000232 2000232 (4 of 14) © 2020 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

http://www.advancedsciencenews.com
http://www.steel-research.de


is the molecular weight of reactant gas species k, pk is the partial
pressure of reactant gas species k, and pijk,eq is the equilibrium
partial pressure for gas species k for reaction i ! j with
i, j ∈ fh,m,Feg.

The mass change rate per reaction step for the other species in
the reactions shown in Equation (20)– (22) can be determined
with the mass reduction rate of reactant gas as

Rn ≡
dmij

n

dt
¼ dmij

k

dt
νj
νk

Mj

Mk
(28)

where n represents the solid and gas species taking part in
reaction i ! j with gas species k. The resistances appearing in
Figure 1b and in Equation (24)–(27) and affecting the overall
reaction rate can be expressed as[1,12]

Aij,k ¼
�
1
ki
ð1� f iÞ� 2

3
Keq,i

1þ Keq,i

�
k

(29)

Bi,k ¼
��

ð1� f iÞ� 1
3 � ð1� f iþ1Þ� 1

3

�
rp

Deff ,i

�
k

(30)

Fk ¼
�
1
βi

�
k

(31)

In the aforementioned equation, Keq,i is the equilibrium
constant of the layer i (Figure 1a). These equilibrium constants
are commonly deduced from the so-called Baur–Glaessner
diagram.[12] In such a diagram, the stability regions for the
different iron oxides and iron phases are depicted as a function
of temperature and CO/CO2 as well as H2/H2O mixtures.
Appropriate correlations for Keq,i are found in our previous
study.[12] Furthermore, ki is the kinetic constant of each reduc-
tion layer that is determined by an Arrhenius-type equation

ki ¼ k0,i exp
�
� Ei

RTp

�
(32)

The kinetic parameters, which consist of the preexponential
factor k0,i and the activation energy Ei. Corresponding values
for the hematite ore used in this study can be found in ref. [12].

The term f idenotes the fraction reduction of layer i, which is
the ratio of mass loss of the oxygen removed in layer i to the total
mass of removable oxygen. The fractional reduction for the dif-
ferent reduction steps is defined as

f h ¼ 1�
2mFe2O3
MFe2O3

2mFe2O3
MFe2O3

þ 3mFe3O4
MFe3O4

þ mFeO
MFeO

þ mFe
MFe

f m ¼ 1�
2mFe2O3
MFe2O3

þ 3mFe3O4
MFe3O4

2mFe2O3
MFe2O3

þ 3mFe3O4
MFe3O4

þ mFeO
MFeO

þ mFe
MFe

f w ¼ 1�
2mFe2O3
MFe2O3

þ 3mFe3O4
MFe3O4

þ mFeO
MFeO

2mFe2O3
MFe2O3

þ 3mFe3O4
MFe3O4

þ mFeO
MFeO

þ mFe
MFe

(33)

Thus, the overall fractional reduction represents the reducible
oxygen content and can be deduced from

f ¼ 1
9
f h þ

2
9
f m þ 6

9
f w (34)

It has to be emphasized that the conversion rate
(Equation (28)) depends on the extent of oxygen due to the reac-
tion resistance Aij,k (Equation (29)), which is a function of the
current radius ri of layer i by

f i ¼ 1�
�
2ri
dp

�
3

(35)

where dp is the particle diameter. Here, it is assumed that the
particle diameter dp is constant during the conversion process
of hematite, magnetite, and wustite, whereas the layer radii
(rh, rm, and rw) decrease.[1,12] This, in turn, implies that the
removal of oxygen yields lighter and more porous particles with
a shrinking core and a growing outer iron layer.

It remains to discuss constitutive relations for the pore and
molecular diffusivity, Deff , and the mass transfer coefficient β.
However, these are studied extensively in refs. [1,12] which
are not repeated here. Finally, the source of gas enthalpy can
be computed from

Sh ¼
X
k, ij

Δhijk
dmij

k

dt
(36)

where Δhijk is the difference of conventional enthalpies for
reaction i ! j with reactant k.

3. Simulations

The commercial CFD code FLUENT 19.2[24] was used for
numerical solution of the governing equations. Particularly,
we modified FLUENT to account for Equation (10)–(36) by using
user-defined functions (UDFs). Pressure–velocity coupling is
based on the SIMPLE algorithm. A second-order upwind scheme
was used for all variable extrapolation. Time advancement was
achieved by a first-order implicit Euler integration for the
gas phase and by using a trapezoidal rule for the parcel
trajectories.[24]

3.1. Hydrodynamics of Pilot-Scale Bubbling Fluidized Bed

The pilot-scale bubbling fluidized bed consists of a cylinder with
0.267m inner diameter (Figure 2a). This reactor was simulated
for comparison with detailed experimental data reported by
Zhu et al.[68] The height of the reactor was 2.464m with an added
freeboard region expanding to a height of approximately 4.2 m.
The freeboard had an inner diameter of 0.667m to stop excessive
particle entrainment out of the bed. The freeboard region was
included in the simulation domain to accurately account for
the large degree of bed expansion observed in some of the sim-
ulations conducted. Gas was injected through a velocity inlet on
the bottom face of the reactor with a superficial gas velocity of
W in

g ¼ 0.4m s�1: Gas exited at the top of the reactor though a
pressure outlet at 0 Pa gauge pressure. We applied a no-slip
boundary conditions for the gas phase and an elastic particle
rebounds the solid phase at the side walls. The remaining
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physical parameters are rp ¼ 32.5μm, ρp ¼ 1780kgm�3,
ρf ¼ 1.224 kgm�3, and μf ¼ 1.78� 10�5 Pa s. The solids
inventory of 70 kg was represented by about 600 000 parcels.
Finally, we used an average grid size of 2 cm, which is about
80 times coarser than the mesh resolution required to resolve
all relevant heterogeneous structures.[53,55]

3.2. Iron Ore Reduction in Lab-Scale Fluidized Bed

To validate the presented reduction model, we investigate the
direct reduction of hematite ore within a lab-scale fluidized
bed with 68mm diameter.[11,69] Even though the dimensions
of the vessel are quite small, we used rather coarse mesh
(i.e., �5 mm), which does not resolve all relevant heterogeneous
structures, and therefore subgrid corrections are required
(Section 2.2). Initially, the bed was filled with 0.165 kg hematite
ore (Hamersly ore) particles (ρp � 4300kgm�3) following a
Rosin–Rammler diameter distribution with an average diameter
dp ¼ 270μm and a spreading parameter of 1.48. To increase the
initial bed height in the experiments, 0.2 kg of monodispersed
inert sand particles with dp ¼ 250 μm was added.[12,69] In total,
the ore phase was represented by 186 000 parcels, whereas the
sand phase was modeled by 18 600 parcels. The pressure in
the fluidized bed was 140 000 Pa and the superficial gas velocity
W in

g ¼ 0.25 m s�1. The detailed inflow conditions for the gas

species (CO, CO2, H2, H2O, and N2) are shown in Table 1.
It has to be emphasized that the gas composition and gas temper-
atures are set in such a way that the different reduction occurs
sequentially. In particular, during R3 conditions hematite is
reduced to magnetite, during R2 magnetite is reduced to wustite,
and finally, during R1 wustite is reduced to iron. The inflow gas
composition was further matched to the average gas composition
occurring in the industrial process.[69] However, it has to be
emphasized that in principle the present model is not restricted
to such specific operating conditions, but can also be applied to
the simultaneous reduction of the different layers.[12]

(a) (b)
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Figure 2. Schematic drawing of a) the pilot-scale fluidized bed and b) the computational model of the industrial-scale fluidized bed.

Table 1. Experimental conditions for the different reduction steps. The
concentrations of the reactants are given in volume percent.

Lab-scale Large scale

R3 (H!M) R2 (M!W) R1 (W! Fe) R3 (H!M)

H2 [%] 13.0 15.9 13.4 14.4

H2O [%] 6.8 6.8 3.4 7.5

CO [%] 30.3 37.4 37.0 33.6

CO2 [%] 26.4 27.4 14.0 29.3

N2 [%] 23.5 12.4 32.2 15.2

T [�C] 480 750 720 480
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3.3. Iron Ore Reduction in Industrial-Scale Fluidized Bed
(FINEX)

The industrial-scale fluidized bed consists of a nearly cylindrical
vessel and four cyclones, which return the smaller entrained
particles back to the fluidized bed. A diplec is mounted below
the cyclone to avoid a shortcut gas flow through the cyclone.
The bed is fluidized due to a grid of nozzles (see Figure 2b)
at a Gauge pressure of 331 000 Pa and a superficial gas flow rate
of 310000 Nm3 h�1. The gas composition is shown in Table 1.
The total solids inventory at the initial state is 181 tonnes of
hematite ore (ρp � 4300 kgm�3). The initial particle size distri-
bution is shown in Figure 3a. For the numerical simulations, we
solely consider one-fourth of the fluidized bed by using the
symmetry of the problem (Figure 2b). The solids phase is discre-
tized by using 3 636 983 parcels, whereas we use an average grid

spacing of 0.1 m to solve the gas-phase equations. This grid
spacing is approximately 100 times larger than the resolution
requirement for DDPM,[50] which implies a performance gain
of about four orders of magnitude in the case of spatially aver-
aged DDPM (SA-DDPM).

4. Results

4.1. Hydrodynamics of Pilot-Scale Bubbling Fluidized Bed

Figure 4 shows snapshots of the solids volume fraction.
The figure clearly shows that the bubbling/slugging regime,
which is observed in the experiments,[68] is predicted by the
SA-DDPM approach. In contrast, DDPM considerably overesti-
mates the bed expansion.

(a) (b)

0 5 10 15 20 25 300

5

10

15

20

25

Figure 3. a) Average particle size distributions at different locations; b) fractional reduction as a function of time for different particle sizes.

Figure 4. Snapshots of the solids volume fraction at t ¼ 20 s for pilot-scale bubbling fluidized bed (W in
g ¼ 0.4m s�1Þ. The SA-TFM results are taken

from Schneiderbauer[53,55] and the standard TFM results are deduced from Cloete et al.[70]
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In Figure 5a, the time-averaged axial pressure gradient for a
superficial gas velocityW in

g ¼ 0.4m s�1 is shown. Here, the time
averaging was used over 20 s of simulation time. This time
averaging interval window was large enough to obtain time-
independent mean values.[53,55] The figure clearly shows that
using standard DDPM considerably underestimates the axial
pressure gradient as the gas–solid drag force does not account for
the unresolved heterogeneous structures.[55,70] In contrast, the
SA-DDPM model appropriately predicts the pressure gradient
even though the grid spacing is nearly two orders of magnitude
larger than the grid resolution required for a TFM approach.[55]

Figure 5b shows the time-averaged radial solids volume
fraction at z ¼ 0.6 m. The figure reveals that the SA-DDPM cor-
rectly predicts the radial profile of the solids volume fraction.
Furthermore, the degree of the segregation of the solid phase
in the vessel is in fairly good agreement with the experimental
data. As already observed from Figure 5a, using standard DDPM
without considering the effect of subgrid structures yields to a
considerable underestimation of the solids holdup.

In addition, in Figure 4 and 5 numerical predictions obtained
from the SA-DDPM approach using different grid resolutions
are shown. The results clearly unveil that the present numerical
method is rather insensitive to the grid resolution. However, it
has to be emphasized that decreasing the grid spacing by a factor
2 requires an increase in the number of parcels approximately by
a factor 8. Finally, in Figure 4 and 5 results obtained from kinetic
theory-based TFM and SA-TFM simulations are presented.
These results are taken from refs. [53,55,70]. Comparing DDPM
and TFM simulations as well as SA-DDPM and SA-TFM simu-
lations yields nearly equivalent predictions. Thus, it can be
concluded that for coarse grid simulations subgrid model is
required and furthermore, subgrid models developed for TFM
can be used for Euler–Lagrangian approaches as well.[40]

4.2. Iron Ore Reduction in Lab-Scale Fluidized Bed

The reduction model presented in Section 2.3 has already applied
successfully to the direct reduction of iron ore in the context of
CFD-DEM[16] in our previous study.[12] To verify its implemen-
tation in the SA-DDPM approach, we investigate the direct

reduction of hematite ore within a lab-scale fluidized bed with
68mm diameter.[69] Figure 6 shows snapshots of the solid
volume fraction, the mass fraction of H2, the mass fraction of
H2O, and the fractional reduction of individual parcels during
the conversion of wustite to iron (R1, Table 1). On the one hand,
Figure 6a shows that the bed is operated in the bubbling regime
closely to the minimum fluidization velocity. Fluidization consid-
erably increases mixing, the gas-solid contact, and the reaction
heat removal. On the other hand, Figure 6b,c clearly shows
the consumption of H2 and the production of H2O due to the
conversion of wustite to iron. Furthermore, Figure 6d shows that
the heavier ore particles tend to segregate from the lighter sand
particles to the bottom of the fluidized bed. Comparing
Figure 6a,d suggests that regions with a higher fraction of ore
particles defluidize due to the low superficial gas velocity.

In Figure 7, the fractional reduction as a function of time for
the different reduction steps and different particle diameters is
plotted. Both experiment and simulation unveil that the conver-
sion of hematite to magnetite (R3) is the fastest reduction step.[71]

After approximately 1 min the fractional reduction of the small-
est particle fraction approaches a plateau, where the fractional
reduction is about 11.1%. Here, the total amount of hematite
was already converted to magnetite. In contrast, for the largest
particle fraction (d4 ¼ 0.75mm), the full conversion to magnetite
takes about 5min. The subsequent conversion frommagnetite to
wustite is known to be the second fastest reduction step, which is
also correctly predicted by the presented conversion model.
Again, the fractional reduction approaches a plateau region after
6–7min, where the fraction reduction is about 33.3%, which is in
fairly good agreement with the experiment. Similar to R3, the
smallest particle fraction is converted considerably faster than
larger particles. Thus, appropriate modeling of the particle size
distribution is necessary to correctly predict the reduction speed.
The final reduction step, where wustite is converted to metallic
iron, unveils the slowest conversion rate. Similar to the previous
reduction steps, the present model is able to correctly predict the
conversion of wustite to iron.

Figure 8 shows snapshots of the parcel positions at the begin-
ning of R1, where the parcels are colored by the particle diameter
and the actual fractional reduction. The figure shows that larger
particles segregate to the bottom of the bed, whereas the smaller
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Figure 5. a) Time-averaged pressure gradient as a function of the vertical coordinate, z, for pilot-scale bubbling fluidized bed (W in
g ¼ 0.4m s�1Þ;

b) time-averaged solids volume fraction as a function of the radial coordinate, r=R, at z ¼ 0.6m: The SA-TFM results are taken from
Schneiderbauer [55] and the standard TFM results are deduced from Cloete et al.[70]
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particles remain fluidized. Furthermore, these smaller particles
show a higher reduction degree and appear to consume more
reducing agents (compare with Figure 6b).

Finally, Figure 9 shows the total time series of the fractional
reduction. Here, the fractional reduction is computed for all par-
ticle size fractions. Here, it has to be emphasized that the sim-
ulations were stopped after reaching the plateaus during R3 and
R2 to reduce the computational demands. Afterward, the
simulations were restarted at the beginning of R2 and R1.
Furthermore, the figure clearly demonstrates that the current
SA-DDPM approach together with a particle (parcel)-based reduc-
tion model reveals fairly good agreement with experimental data.

4.3. Iron Ore Reduction in Industrial-Scale Fluidized Bed

In this section, the hydrodynamics and the reduction character-
istics of an industrial-scale fluidized bed are discussed.
Figure 10a and 11a show a snapshot of the particle volume

fraction during R3 (Table 1). The figure reveals that the bed is
well fluidized using a grid of spouts (Figure 2b). Furthermore,
the cyclone diplec appears to prevent the flow to enter the cyclone
from the bottom. Furthermore, Figure 11b shows the parcel posi-
tions near the symmetry plane corresponding to the particle
volume fraction, as shown in Figure 11a. The parcels are colored
by their corresponding particle diameter. The figure shows that
inside the fluidized bed no distinct segregation occurs. Thus, the
different particle size fractions are well mixed inside the bed.
However, smaller particles whose terminal settling velocity is
smaller than the superficial gas flow are entrained to the free-
board. These particles are mostly separated by the cyclone and
fed back to the fluidized bed. Figure 3a shows that solely the
smallest size fractions (dp < 2μm) are found in the offgas of the
cyclone, whereas in the freeboard particles up to a diameter of
100μm are found. Figure 3a clearly shows further that the numer-
ical predictions of the particle size distributions in the freeboard
and the offgas are in fairly good agreement with plant data.

R3 R2 R1

0 2 4 6 8 10
0

5

10

15

15

Figure 7. Fractional reduction as a function of time for different particle sizes (d1 ¼ 0.094mm, d2 ¼ 0.1875mm, d3 ¼ 0.375mm, d4 ¼ 0.75mm).

Figure 6. Snapshots at the beginning of R1 of a) the solid volume fraction, b) the mole fraction of H2, c) the mole fraction of H2O, and d) the particle type
(blue: sand, red: ore).
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Figure 12 shows the average voidage inside the bed region and
the average mass-loading near the cyclone inlet as a function of
time. While the average voidage is correctly predicted during the
steady-state operation of the fluidized bed, the average mass-
loading of the freeboard is overpredicted. This can be explained
by the uncertainties in the determination of the initial particle
size distribution. The smallest size fraction experimentally avail-
able for the initial size distribution was 63μm. Thus, the initial

fraction of smaller particles, which are present in the freeboard
and offgas measurements, had to be extrapolated. Minor errors
introduced during this extrapolation considerably affect the
mass-loading in the freeboard.

In Figure 13 snapshots of the particle parcel positions are pre-
sented, where the parcels are colored by their primary diameter
and by their actual fractional reduction. As already discussed thor-
oughly smaller particles are converted much faster from hematite
to magnetite. Thus, in the freeboard nearly all particles are already
fully converted, while in the bed the larger particles show much
lower conversion. Comparing Figure 10 and 13 shows that in
dense areas of the fluidized bed the complete amount of reducing
agents is consumed, whereas within the bubbles no considerable
reduction of the reactants can be observed. Thus, there are two
limiting effects for the reaction rates. On the one hand, the
chemical reaction path is outlined in Section 2.3 and on the other
hand, the local availability of reducing agents. The latter is mostly
determined by the gas supply from the bottom as well as the
reactant diffusion between voids and dense areas.

Finally, in Figure 3b the fractional reduction for the different
particle diameters is plotted. The figure shows the particles
smaller than 100 μm are nearly immediately converted (in less
than 1min). In contrast, for the largest particles (larger than
1mm) the full conversion takes between 5 and 20min.
Comparing Figure 3b, 7, and 9 shows that although the gas
compositions for the lab-scale and industrial-scale fluidized beds
are different, on average particles of the same size are converted
at nearly the same rate in both cases. To conclude, the current

Figure 8. Snapshots at the beginning of R1 of a) the particle diameter and b) the fractional reduction. Note that only the ore parcels are shown here.
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Figure 9. Average fractional reduction as a function of time for the differ-
ent reduction steps.
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approach appears to be an appropriate tool for the numerical
assessment of the reduction of iron ores in fluidized beds,
although the impact of subgrid heterogeneities on the heat
and mass transfer has been neglected in this study. However,
future work will concentrate on evaluating their contribution
thoroughly.[56,72,73]

5. Conclusion

In this article, we presented a generalized Euler–Lagrange
approach for the assessment of the direct reduction of iron
ore in large-scale fluidized beds. This method includes 1) subgrid
models accounting for unresolved structures in the case of coarse

Figure 10. Snapshots during R3 of a) the solid volume fraction, b) the mole fraction of H2, and c) the mole fraction of H2O and the fractional reduction for
the industrial-scale fluidized bed.

Figure 11. Snapshots at the end of R3 of a) the solid volume fraction and b) particle diameter for the industrial-scale fluidized bed.
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grid resolutions[51,52] and 2) a particle-based unreacted shrinking
core reduction model picturing the conversion of iron ores to
iron.[1,12] Such a modeling strategy enables the efficient numeri-
cal analysis of reactive polydisperse gas-phase reactors without
requiring computationally demanding multifluid models, which
are coupled to population balance approaches.

To conclude, the results clearly show that the reactive
SA-DDPM is able to picture the correct conversion rates within
the fluidized bed. Furthermore, it is once again shown that the
rate determining step is the wustite to iron reduction, which is
underlined by the polydisperse lab-scale fluidized bed simula-
tions being in good agreement with experiments.

Nevertheless, the conversion model has to be verified further
against more different gas compositions. Thus, future efforts will
concentrate on the numerical analysis of different process
conditions and their detailed evaluation against experimental
data. Finally, subgrid corrections for heat and mass transfer[56]

may be required to account for the unresolved small scales on
the conversion rates.
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