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1. Introduction

Cocurrent liquid–gas flow occurs in a broad range of applications
in chemical, mechanical, and metallurgical industries. One
important application is the continuous casting process where
the molten steel flows from the tundish downward to the mold
through the submerged entry nozzle (SEN). This flow is usually
associated with argon gas injection to prevent clogging and deal
with small impurities. Depending on the ratio of argon and steel
flow rates, the two-phase flow can encounter different regimes
from a bubbly flow to an annular flow. The latter should be

prevented in a sustainable steel production
line,[1] which explains the necessity to char-
acterize and control the two-phase flow in
the SEN. Fundamental studies on the liq-
uid–gas flow in vertical downward chan-
nels have been carried out mostly on
water–air systems and different regimes
such as bubbly, slug, churn, and annular
flows have been identified according to
the gas loads, that is, ratio of mass flux
of gas andmass flux of liquid and the liquid
and gas superficial velocities.[2] Several
studies have focused on flow characteriza-
tion[3,4] and producing regime maps mostly
based on experiments.[5–7] For a compre-
hensive review of regime maps in vertical
gas–liquid flows, we refer to Wu et al.[8]

and the references therein. The regime
transition in cocurrent liquid–gas
flow has also been the topic of several
analytical and experimental studies.[9–11]

Accordingly, a couple of criteria for transi-
tions are postulated mainly based on the
balance of forces acting at the interfacial

region. When the volume of gas exceeds a certain level and
the bubbles become densely packed, the probability of bubble
coalescence increases, and thus a transition from bubbly flow
to slug flow occurs.[12] Also, when the interfacial instability
reaches a point that the surface tension cannot balance the
inertial force of the large gas structure, an annular flow is estab-
lished.[13] Although some studies have used different expressions
to explain the transition phenomenon (e.g., in terms of the pres-
sure difference between gas and liquid[14]), it can be concluded
that the local energy balance between interacting inertia and
surface tension effects is the central concept in most of
previous studies.

The focus of the present study is on a phenomenon that is less
discussed in the existing literature: the hysteresis of regime
transition in cocurrent liquid–gas flows with varying operating
conditions. To the authors’ best knowledge, Maruyama
et al.,[15] first reported this phenomenon in their experimental
analysis of flow transition in bubble columns. Later and in the
context of SEN flow, Planquart et al.,[1] carried out a set of meas-
urements using water–air facilities and reported a hysteresis
effect during regime transition. In their experiments, they first
established a bubbly flow. Then, by increasing the air flow rate in
the vertical channel, they could observe that the transition from
bubbly flow to annular flow starts at a certain gas flow rate until
an annular flow is established. Then, they decreased the air flow
injection with a similar decreasing rate. However, the transition
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The dynamics of cocurrent liquid–gas flow control the flow patterns and phase
distribution inside the submerged entry nozzle (SEN) in the continuous casting.
This regime transition from bubbly flow to annular flow is usually associated with
a hysteresis effect that is not fully understood yet. Herein, the regime transition in
an analogous liquid–gas flow is investigated using the volume of fluid (VOF)
method. A downward turbulent water flow in a vertical pipe is considered as the
computational domain at the top of which the gas is injected as a volumetric
source in the VOF equation. By temporal variation of the gas volume rate fol-
lowing a linear ramp-up and then ramp-down, a transition from bubbly to annular
flow and vice versa is observed. However, the transition occurs at different
operation points and the numerical simulation pictures this hysteresis phe-
nomenon. The regime transition is connected to the evolution of interfacial
turbulence in each phase represented by the amount of vortical energy, that is,
enstrophy. In addition, the temporal variation of different enstrophy generation/
destruction mechanisms is evaluated. The hysteresis phenomenon is explained
by the differences in the history of these mechanisms and the difference in the
enstrophy generation level upon transition.
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from the annular flow to the bubbly flow did not occur at the
expected gas flow rate that occurred during the increasing mode.
Nevertheless, the physical reasons remain unexplained in their
work. Since then, this interesting observation and possible
explanations for that have been less investigated. Recently,
Thumfart et al.[16] have observed similar phenomena in their
1:3 water model experiments, where the phase distribution
changes hysterically by changing the gas flow rate during the
increasing and decreasing operation. In the present study, we
intend to investigate this phenomenon using computational fluid
dynamics (CFD) simulations and further explore the physics
resulting in hysteresis occurrence. We consider an analogous
water–air model and use the volume of fluid (VOF) method to
track individual interfacial structures (e.g., bubbles) and their
interactions with the flow turbulence that eventually result in
the transition from bubbly regime to slug and annular flow.
Given the limitations to resemble the complex flow configuration
in real-scale SEN, we utilize a coflow setup that consists of a
vertical pipe with a turbulent liquid inlet, at the top of which
we inject gas with a temporally varying rate. Even though this
might seem an oversimplification of a complex process, this
setup could provide a computational platform to realize the
ramp-up and ramp-down stages and serves as a workable case
for fundamental analysis of the liquid–gas regime transition.
In the following sections, we first present the simulationmethod.
Then, we elaborate on the simulation setup followed by Results
and Discussions. We base our investigation on the domain-
integrated quantities obtained by CFD simulation and connect
the regime transition to the evolution of interfacial turbulence
by analyzing the energy in the turbulent structures and the
mechanisms that contribute to the distribution of vortical energy
(enstrophy) in each phase. Such macroscopic analysis is of high
relevance for phase distribution monitoring in the SEN during
continuous casting.

2. Modeling and Simulation

2.1. Governing Equations and Simulation Method

The fluid dynamics of interfacial flows such as gas bubbles in
water can be described by the governing equations of two-phase
incompressible flow in the context of one-fluid formulation
comprising the continuity and Navier–Stokes equations together
with the transport equation for the VOF as follows.

∇ ⋅U = 0 (1)

∂ ρUð Þ
∂t

þ ∇ ⋅ ρU ⊗ Uð Þ =�∇pþ ∇ ⋅ 2μDð Þ þ ρgþ Fσ (2)

∂α
∂t

þ ∇ ⋅ ðαUÞ = Sα (3)

In this system of equations, U is the mixture velocity
vector shared with both phases. p is the pressure and D =
1
2 ∇Uð Þ þ ∇Uð ÞT½ � is the rate of deformation tensor. The VOF
scalar function α is used to determine the density and viscosity
of the flow based on a mixture assumption as ρ = αρ1 þ ð1�
αÞρ2 and μ = αμ1 þ ð1� αÞμ2. The surface tension force, Fσ , is

computed by the continuous surface force (CSF)
method.[17] In this approach a basic definition of interface
normal vector is applied using the gradient of VOF function; then,
the unit interface normal and its curvature are determined as bn =
∇α=j∇αj and κ =�∇ ⋅ bn, respectively. Using these two quantities,
the surface tension force reads Fσ = σκbnδs, where σ is the surface
tension coefficient and δs ≡ j∇αj is the mathematical delta
function that tends to infinity at the interface and zero elsewhere.

The source term Sα on the right-hand side of Equation (3) is
usually zero unless there exists phase change or mass source in
the system. In the present study, we consider the latter to inject
air in the liquid flow, which is discussed later. This set of equa-
tions could picture a highly resolved description of the interfacial
physics such as bubble dynamics and interface motions if
sufficiently high grid resolutions are provided and correct
numerical algorithms are used. To solve the abovementioned
system of equations, we use the geometric VOF approach of
IsoAdvector,[18] which is officially released as the interIsoFoam
solver within OpenFOAM-v2006 software package and the next
releases. For further details about the method and numerical
setup, we refer to other studies.[19,20]

2.2. Simulation Setup

To investigate the transition of cocurrent flow, a simulation
setup with temporally varying air volume flow rate is proposed.
A 3D pipe of H = 0.3m and D = 0.023m is considered as the
computational domain, to be compatible with the size of SEN
geometry in the 1:3 water model of Thumfart et al.,[16] as depicted
in Figure 1. Note that in the water model gas is introduced
through a centric hole in the stopper in alignment with the axis
of the SEN. The air and water material properties are set accord-
ing to the standard conditions (ρw = 1000 kgm�3, ρa = 1 kgm�3,
μw = 1e-3 Pa ⋅ s, and μa = 1.5e-5 Pa ⋅ s), and the surface
tension coefficient is 0.072 Nm�1. The domain was
discretized with structured grids with two different resolutions
of G-1 (N= 270 296, Δmin = 3.3e-4m) and G-2 (N= 740 775,
Δmin = 2.8e-4m). The inlet and outlet boundaries are
located at the top and bottom of the domain surrounded by
domain walls where typical inflow, outflow, and wall boundary
conditions are imposed. The simulation boundary conditions
for volume fraction, velocity, and pressure fields are summarized
in Table 1. It should be further noted that these boundary
conditions are the existing implementations of classical
Dirichlet, Neumann, and Robin boundary conditions in
OpenFOAM terminology. For further explanation, we refer to
OpenFOAM user guide.[21]

To establish a workable simulation setup for the downward
cocurrent flow of water and air, two possibilities exist: 1) two
parallel inlets for each phase at the upper plane and 2) a single
inlet for one phase while introducing an explicit volumetric mass
source for the other phase inside the domain. Option (1) would
be challenging to adopt due to the complexity of defining proper
inflow conditions for each inlet, as well as the formation of a
mixing layer between the phases upon entering the domain.
Following option (2), the upper plane is set as the inlet for
the water phase, and a subregion slightly below the inlet patch
to inject a time-varying volumetric source of air into the domain
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(as shown in Figure 1). To be consistent with the range of
flow rates reported in the one-third water model experiments
of Thumfart et al.,[16] a fixed volume flow rate of
Qw = 3.8e-4m3 s�1 for water (resulting in Re = 20 800) and a
varying volume flow rate of Qa = 2e-5 to 9e-5m3 s�1 are assumed
for air. It has to be noted that the entire pipe is initially filled with
water, and a turbulent velocity profile with 10% fluctuations is
imposed as the inlet boundary condition corresponding to Qw.

To account for the air flow, a circular subregion with a
diameter of 0.01m and one-cell layer thickness is chosen to inject
the volumetric source of air into the domain corresponding to
Qa. Numerically, it is done by determining the term Sα in
Equation (3) for entire computational cells located in this subre-
gion to act as a negative source term for water volume

fraction and generate air bubbles. The maximum and minimum
values of Sα are computed based on the intended maximum and
minimum gas flow rates, that is, Qa = 2e-5 to 9e-5m3 s�1. In fact
we carried out several test simulations to determine the range of
Sα and concluded that Sα must vary between 200 and 1200 s�1

(with negative sign) to represent the ramp-up and ramp-down
phases within the intended air flow rates. It should be mentioned
that in this numerical setup the ramp-up and ramp-down phases
(i.e., the linear variation of Sα ) could occur with different slopes,
and the gentler the slope, the longer the ramp-up and ramp-down
phases would take. To avoid long simulation runs, we chose a
slope of 200, as shown in Figure 2. Therefore, to let the first gen-
erated bubble thread reach the end of the pipe and disregard the
initial unsteady effects, each simulation was initially run for 1 s
with the lowest Sα. Then, the ramp-up stage occurs for
1< t< 6 s, followed by a ramp-down stage for 6< t< 11 s, as
presented in Figure 2. This constitutes a workable coflow setup
with varying operating conditions. It should be noted that a com-
plementary test simulation with the slope of 100 was also carried
out (not presented here) and the results reveal a similar trend.
Thus, we proceed with the current setup for the analysis of
the cocurrent flow.

2.3. Grid Study

Two sets of simulations were performed on both grid
resolutions, and the domain-integrated kinetic energy
(K = ∫ V

1
2 ρjUj2dv) is chosen as the measure for the grid-

independence study. As demonstrated in Figure 3, both grids
yield a similar trend for the evolution of kinetic energy.
Particularly, the maximum kinetic energy is almost identical.
Thus, we focus on the results obtained on G-2 in the remainder
of this study. In addition, we accept that the simulation is not
fully resolved. However, as the present analysis is based on
macroscopic flow characteristics, we can assume that the
domain-integrated quantities could still represent the global
flow physics sufficiently. It has to be mentioned that no explicit
turbulence model is used in this study and it is assumed that the
second-order spatial discretization of the convective term in the

Table 1. The boundary conditions for different quantities of the simulation
setup in the context of OpenFOAM.

Boundary Velocity [U] Pressure [p] Volume fraction [α]

Inlet turbulentInlet zeroGradient fixedValue (α = 1)

Wall noSlip fixedFluxPressure zeroGradient

Outlet pressureInletOutletVelocity totalPressure zeroGradient
Figure 2. Temporal variation of jSαj for the gas injection during the
ramp-up and ramp-down phases.

Figure 1. Schematics of the computational domain and boundary
conditions.

www.advancedsciencenews.com
l

www.steel-research.de

steel research int. 2022, 93, 2100800 2100800 (3 of 9) © 2022 The Authors. Steel Research International published by Wiley-VCH GmbH

 1869344x, 2022, 12, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/srin.202100800 by C

ochraneA
ustria, W

iley O
nline L

ibrary on [04/01/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

http://www.advancedsciencenews.com
http://www.steel-research.de


momentum equation provides the dissipation for small
unresolved scales. Particularly in our previous research,[22] we
have observed that such an implicit large eddy simulation
(LES) approach reveals an almost similar trend to quasi direct
numerical simulations (quasi-DNS) simulations for the
domain-integrated enstrophy, whereas an explicit LES model
of Smagorinsky could excessively induce dissipation to the tur-
bulent flow. Thus, we leave further investigation on the proper
turbulence models and small unresolved scales to future works.

3. Results and Discussion

3.1. Analysis of the Regime Transition

Having defined a workable numerical setup for the cocurrent
flow, the numerical simulation of the unsteady two-phase flow
during the increase and decrease in air volume flow rate was
performed. Figure 4 shows two different regimes during the
ramp-up phase. Initially with a low gas flow rate, a bubbly flow
is established where individual bubbles are clearly visible. By
increasing the gas flow rate, the bubbles become larger with
the tendency to form large slug threads, which, eventually, lead
to a complete annular flow. Figure 5a shows the temporal evolu-
tion of the domain-integrated gas volume normalized by the pipe
volume. After the initial phase, the total gas content starts to rise
during the ramp-up phase due to the formation of larger bubbles
and reaches in a total 10% of the domain. Shortly after t = 3 s, the
transition begins, which results in a sharp increase in gas volume
content to 42% until t = 4.2 s, where the annular flow is estab-
lished. From this moment on, the gas content further increases
but with a gentle slope until the end of the ramp-up phase at
t = 6 s, where almost 45% of the domain is filled with gas.
According to the description of the simulation setup, the
ramp-down phase begins at this instant of time and total gas vol-
ume starts to decrease with the same slope. However, as evident
from Figure 5a, the transition starts at a later instant of time in
comparison with the ramp-up phase. In other words, the gas core
remains intact for a longer period of time until the transition
occurs at around t = 9 s, where the gas content is slightly below

40%. It is evident that the temporal variation of total gas content
does not exhibit a symmetric profile around t = 6 s, and the
transition from annular flow to bubbly regime encounters a sort
of delay. By rearranging the order of the data for 6< t< 11 s, and
replotting them on 1< t< 6 s for comparison, a clear hysteresis
in the transition point is demonstrated in Figure 5b.

To better understand the physics of transition, a more detailed
illustration of the bubbly and annular regimes is presented in
Figure 6 by two instantaneous snapshots of interfacial structures
at t = 1.5 and 4.5 s. The flow streamlines are colored by velocity
magnitude and the vortices are visualized using Q-criterion
isosurfaces. These instantaneous snapshots reveal the nature
of the turbulent structures inside and outside the gas structures
at each regime. While the bubble thread features a lower turbu-
lence intensity inside the gas pockets, the vortical structures are
numerous inside the gas core during the annular flow. In addi-
tion, results show that the gas bubbles are initially formed under
a balance between the inertia in each phase and the surface ten-
sion forces. For the bubbly regime, the low turbulence intensity
inside the gas cannot overcome the surrounding liquid, and the
surface tension causes the vortical structures to be caught by the
interface and forms a bubble. By increasing the gas flow rate,

Figure 3. Temporal evolution of domain-integrated kinetic energy
normalized by the maximum energy on the finest grid.

(a) (b)

Figure 4. Snapshots of different regimes during the ramp-up phase:
a) bubbly and b) annular flow. The volume of fluid isocontour of 0.5
visualizes the liquid–gas interface.
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the turbulent structures in gas become stronger enough to resist
the surface tension effect imposed by the interface longer. This
results in the formation of larger air pockets (e.g., slug struc-
tures) until the transition point. At this point, a large elongated
air pocket is formed inside which the turbulent structures are
significantly strong to overcome forces imposed by the surround-
ing liquid. This elongated gas pocket reaches the bottom of the
domain and an annular flow is established.

The transition from annular to bubbly flow during the
ramp-down phase occurs following the same physical description
in accordance with the energy balance. As the gas flow rate
decreases, the vortical structures inside the gas core become
weaker until a certain point where they cannot resist the consoli-
dating effect of the surface tension. Then, the bubbles start to
form again. To quantify this physical explanation, we focus on
the total energy of the vortical structures in each phase. A mac-
roscopic measure to assess the global intensity of the turbulence
is enstrophy (Ω = 1

2ω ⋅ ω, where ω = ∇�U is the vorticity
vector). The enstrophy represents the strength of the vorticity
field and in other words, indicates how energetic the vortical
structures are. We computed the domain-integrated enstrophy
in both phases ( Ωh i = ∫ V

1
2 αij∇�Uj2dv). Figure 7a displays

the temporal variation of the enstrophy for the whole simulation
time at each phase. The trend of variation is consistent with the
aforementioned portrayal of the transition.

Initially for t< 1 s, the enstrophy in gas is lower than in liquid
and the total vortical energy in gas could only afford to make
small bubbles. Once the ramp-up phase starts, the gas enstrophy
increases until t = 3 s, where it overcomes the liquid enstrophy
(i.e., transition point). At this point, the enstrophy in liquid also
grows until a certain level but remains much below gas
enstrophy. Eventually, at t = 4.2 s the total gas enstrophy becomes
more than twice the liquid enstrophy, and the annular flow is
established. A similar trend holds during the ramp-down phase.
The transition from annular regime to bubbly regime occurs as
soon as the gas enstrophy reduces abruptly and goes below the
liquid one at around t = 9 s.

Similarly to the way that we present the data in Figure 5b, we
replotted the enstrophy data for 6< t< 11 s. Figure 7b demon-
strates that a clear hysteresis in the transition region (i.e., where
the gas enstrophy overcomes the liquid enstrophy) is observed. It
is evident that there is a hysteresis in the temporal variation of
the enstrophy, and further analysis on the mechanisms of
enstrophy generation during the ramp-up and ramp-down in
cocurrent flow is required to explain the hysteresis effect more
precisely.

(a)

(b)

Figure 5. a) The temporal variation of normalized domain-integrated gas
volume and b) the same plot with the rearranged ramp-down data, where
the transition hysteresis is more evident.

Figure 6. Instantaneous snapshots of interfacial and vortical structures for
the bubbly (top) and annular (bottom) regimes. The volume of fluid
isocontour of 0.5 (grey) visualizes the liquid–gas interface. The stream-
lines are colored by the velocity magnitude, and the vortical structures
are visualized by the Q-criterion iso-surface of 1e5 s�2 (green) and
�1e5 s�2 (light red).
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3.2. Analysis of the Hysteresis

With the macroscopic analysis based on enstrophy, we could
connect the regime transition in cocurrent liquid–gas flow
and its hysteresis to the strength of vortical structures and the
competition between the total vortical energy in each phase.
As the enstrophy is proportional to the vorticity, the hysteresis
should be explained by the difference in the vorticity
generation/destruction mechanisms.

3.2.1. Vorticity and Enstrophy Transport Equations

By the definition, vorticity is the curl of velocity vector
ω = ∇�U. Thus, by taking curl of Equation (2), the vorticity
transport equation for two-phase flows is derived, which reads[23]

∂ω
∂t

þ ðU ⋅ ∇Þω = ðω ⋅ ∇ÞU þ μ

ρ
∇2ω

� 1
ρ2

∇ρ� ∇ ⋅ ð2μDÞ
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Tμ

þ 1
ρ2

ð∇ρ� ∇pÞ
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

Tp

þ σ

ρ
ð∇κ � ∇αÞ

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Tσ

(4)

The first two terms on the right-hand side are the vortex
stretching (Sω) and dissipation of vorticity (Dω), which are in
common with the vorticity transport equation in single-phase
flows. In the absence of compressibility effects, there exist three
additional terms because of the two-phase nature of the flow.
These terms indicate the vorticity production/destruction rates
due to the misalignment between the gradient vectors. Tμ is
the vorticity dissipation due to misalignment between density
gradient and viscous stresses, and in fact it dissipates vorticity
through the action of interfacial shear.[24] Tp is the baroclinic
effects arising from the misalignment of the density and
pressure gradients. Tσ is independent of the density gradient
and arises due to misalignment of the gradient of curvature and
gradient of volume fraction. This term generates tangential vorticity
at the interface region through variations of interface curvature.[24]

As Ω = 1
2ω ⋅ ω, the enstrophy transport equation is derived

by making the scalar product of ω and Equation (4).[25]

Consequently, all the mechanisms on the right-hand side of
the vorticity transport equation contribute to the generation/
destruction of enstrophy. For the sake of simplicity, we do not
repeat the entire equation here and only evaluate each term as
the scalar product of each term by the vorticity vector.

3.2.2. Discussion on the Enstrophy Generation Mechanisms

To explain the hysteresis in the total distribution of the vortical
energy in the cocurrent flow, we evaluate the role of different
mechanisms in the enstrophy equation. For each term, we
compute the domain-integrated values normalized by the total
enstrophy. We only study the gas phase because usually vorticity
generation is stronger on the phase with lower density.[25] For
better presentation of the results, 1) we plotted both ramp-up
and ramp-down results on the same horizontal axis similar to
Figure 5b and 7b and 2) we only focus on the variation rate
of each mechanism, and thus, the quantities are made dimen-
sionless with the mean values during the initial phase (denoted
by subscript I).

Figure 8 displays the temporal variation of the enstrophy
generation by vortex stretching term ω ⋅ Sωh i and enstrophy
dissipation ω ⋅ Dωh i. It is evident that the vortex stretching mech-
anism has an increasing rate over time and reveals no hysteresis
during the ramp-up and ramp-down. Particularly, at 3< t< 4.2 s,
where the transition happens, no distinct change in the total
stretching rate is observed. The viscous dissipation ω ⋅ Dωh i
has also an increasing (negative) effect term, which implies that
the turbulence in the gas phase encounters stronger stretching
and dissipation during annular flow. However, unlike the
stretching term, the variation of ω ⋅ Dωh i exhibits several differ-
ences between the ramp-up and ramp-down. In particular,
slightly before and during the transition for ramp-up (i.e.,
2< t< 4 s) total dissipation rate remains stronger compared with
the ramp-down phase. This turbulent cocurrent flow is mainly
driven by the increase/decrease in the gas volume flow rate,
and the main mechanism for the turbulent and vortical energy
transfer across the scales is vortex stretching which shows no
hysteresis. It can be concluded that the source of hysteresis in
the energy of vortical structures remains independent from
the inflow condition, as the inflow conditions vary similarly

(a)

(b)

Figure 7. a) The temporal variation of domain-integrated enstrophy in
each phase and b) the same plot with the rearranged ramp-down data
for comparison.
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according to Figure 2. Therefore, there must exist extra mecha-
nisms for enstrophy generation during the ramp-up which are
absent during the ramp-down. This is also implied by the stron-
ger dissipation during the ramp-up because the dissipation
mechanism could be interpreted as the response to the genera-
tion of enstrophy, and if the vortex stretching remains almost the
same during the ramp-up and ram-down, other mechanisms
should be investigated as the possible sources of hysteresis.
This leads to the analysis of the three misalignment terms in
enstrophy, that is, ω ⋅ Tμ

� �
, ω ⋅ Tp
� �

, and ω ⋅ Tσh i.
Figure 9 presents the temporal variation of the baroclinic and

viscous misalignment terms. ω ⋅ Tμ
� �

demonstrates an increas-
ing negative effect. It dissipates enstrophy due to the misalign-
ment between density gradient and viscous stresses which is
stronger in annular flow. However, it shows almost no difference
between ramp-up and ramp-down during the annular regime;
there are several instants during the bubbly regime and
transition (i.e. 1< t< 4 s) where this term reveals fluctuating
behavior, leading to a discrepancy between ramp-up and
ramp-down rates. ω ⋅ Tp

� �
shows a constant rate for both

regimes. It yields some negative effect at the beginning of the

ramp-up (i.e., 1< t< 2 s) which is followed by some fluctuating
values around zero during the transition; however, its total
contribution to the enstrophy generation remains almost zero
during the annular regime. Because the pressure jump across
the liquid–gas interface is mainly aligned with a density gradient,
but the dynamic variation of pressure in bubbly flow may still
cause misalignment with density gradient[23] and consequently
dissipates enstrophy, which is not the case for annular flow.
As evident from Figure 9b, the fluctuating variation of
ω ⋅ Tp
� �

is less pronounced during the ramp-down. Therefore,
a clear conclusion remains elusive on the impact of these two
misalignment terms on the occurrence of the hysteresis
phenomenon.

It remains to evaluate the surface tension misalignment term.
Figure 10 demonstrates the temporal variation of ω ⋅ Tσ , which
demonstrates a distinct hysteresis. As explained before, this term
generates tangential vorticity due to the misalignment between
the gradients of interface curvature (∇κ) and volume fraction
(∇α), and this enstrophy generation mechanism is solely
dependent on the interface topology. As evident from
Figure 10, it is initially large for bubbly flow because the higher

(a)

(b)

Figure 8. Temporal variation of the dimensionless domain-integrated val-
ues enstrophy generation/destruction mechanisms: a) vortex stretching
term (ω ⋅ Sω) and b) dissipation term (ω ⋅ Dω).

(a)

(b)

Figure 9. Temporal variation of the dimensionless domain-integrated val-
ues of misalignment terms: a) viscous dissipation term (ω ⋅ Tμ) and
b) baroclinic term (ω ⋅ Tp).
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variations of the interface curvature lead to larger ∇κ � ∇α.
When ramp-up begins, it starts to decrease and reduces
significantly during the transition until it reaches almost 10%
of its initial value at t = 4.2 s. At this moment, the annular flow
is established, and this source of enstrophy production remains
constantly low, as ∇κ tends to zero.

The ramp-down begins while this term has its minimum
effect. In the absence of flow disturbance, this term remains
at the lowest level for a longer time, and consequently, the annu-
lar regime lasts longer, even though the transition to the bubbly
regime is expected at a similar time to the ramp-down. From a
microscopic point of view, ∇κ � ∇α generates tangential vortical
structures in the vicinity of the liquid–gas interface that counter-
act the vortical structures generated by the vortex stretching
mechanism. Hence, it could be interpreted as the resistance
of the liquid–gas interface to the bulk gas flow. During
the ramp-down (starting from the annular regime), and in the
absence of these vortical structures at the interface, the resistance
of the liquid–gas interface against the gas is lower, and therefore
the annular flow has the tendency to remain intact for a longer
time. This physical explanation is also consistent with the lower
amount of enstrophy dissipation (Figure 8b); however, such
detailed analysis on the interaction of vortical structures requires
fully resolved simulation data and therefore remains out of the
scope of this article. Based on the macroscopic analysis in this
work, we can conclude that as ω ⋅ Tσ is majorly determined by
the interface topological changes, its temporal variation would
be dependent on the history of the interfacial flow structures.
Therefore, the hysteresis phenomenon may be explained by
the differences in the history of the interfacial flow and this
mechanism during the ramp-up and ramp-down, that is,
ω ⋅ Tσh iramp�down � ω ⋅ Tσh iramp�up.

3.2.3. Implication of Findings to the SEN Flow in Continuous
Casting

The argon gas injection during the continuous casting process
could potentially constitute a cocurrent downward liquid–gas

flow in the SEN. The argon is injected through a complex nozzle
geometry in real-scale SEN, and the liquid flow rate varies by the
adjustment of stopper position.[16] As mentioned in the introduc-
tion, the annular regime has to be prevented for a sustainable
steel-making process. Thus, a clear picture of the phase distribu-
tion in the SEN and an in-depth physical understanding of the
hysteresis phenomenon in regime transition are of great impor-
tance when varying the operating conditions. The proposed
simulation setup is much simpler than the real-scale SEN flow
as the gas injection is resembled by explicit source terms in the
computational domain (which entails the limitations to reach a
dense bubbly flow with several small bubbles, as may be expected
in the real SEN). Nevertheless, the physical core concept and the
proposed macroscopic analysis based on the enstrophy in inter-
facial flow would remain relevant to SEN flow. In other words,
the present study connects the hysteresis phenomenon to the
history of interfacial structures and the state of vortical energy
level produced by each physical mechanism. Therefore, the
initiation of bubbly-to-annular transition would occur at different
enstrophy levels compared with the annular-to-bubbly transition.
This could be a key parameter in SEN flow control and process
operation plans.

4. Conclusion

The present study investigates the regime transition and the
hysteresis effect in downward liquid–gas flows using multiphase
CFD simulation. We proposed a workable simulation setup for
the cocurrent flows with varying operating conditions. A vertical
pipe with a turbulent water inlet is considered at the top of which
the gas is injected as a time-varying volumetric source in the VOF
transport equation. This setup enables us to realize the linear
increase and decrease in gas flow rate similar to water model
experiments. The numerical simulations were performed using
the geometric VOF solver of OpenFOAM. The simulations are
capable of picturing different regimes and the transition between
bubbly and annular flows. The results also exhibit hysteresis in
transition points during the ramp-up and ramp-down phases.
Based on the instantaneous snapshots of the interfacial and vor-
tical structures, we could come up with a physical description for
the regime transition based on the vortical energy balance. We
further quantified this energy balance by comparing the domain-
integrated enstrophy in each phase. The analysis connects the
regime transition to the evolution of interfacial turbulence by
analyzing the total vortical energy of the turbulent structures
and the mechanisms that contribute to the distribution of
enstrophy in each phase. We analyzed the temporal variation
of different terms in the enstrophy transport equation and the
following conclusions are drawn for the hysteresis in regime
transition. 1) The hysteresis in regime transition is found to
be independent of the inflow condition and is mainly driven
by the local interfacial topological changes. 2) The hysteresis
phenomenon may be explained by the differences in the history
of the interfacial structures during ramp-up and ramp-down that
entail vorticity/enstrophy generation at different energy levels
upon transition.

Based on the macroscopic analysis of enstrophy generation,
this study provides insights into the regime transition of

Figure 10. Temporal variation of the dimensionless domain-integrated
surface tension misalignment term (ω ⋅ Tσ).
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cocurrent flow in SEN and could be used as a basis for further
investigation in steel quality control.
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