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Abstract 
This paper presents an experimental investigation on the interactions of a deflected submerged 

jet into a liquid pool with its above interface in the absence and presence of an additional lighter 
liquid. Whereas the former is a free surface flow, the latter mimics a situation of two stratified 
liquids where the liquid–liquid interface is disturbed by large-scale motions in the liquid pool. 

Such configurations are encountered in various industrial applications and, in most cases, it is of 
major interest to avoid the entrainment of droplets from the lighter liquid into the main flow. 
Therefore, it is important to understand the fluid dynamics in such configurations and to analyze 

the differences between the cases with and without the additional liquid layer. To study this 
problem, we applied time-resolved particle image velocimetry experiments with high spatial 
resolution. A detailed data analysis of a small layer beneath the interface shows that although 

the presence of an additional liquid layer stabilizes the oscillations of the submerged jet 
significantly, the amount of kinetic energy, enstrophy, and velocity fluctuations concentrated in 
the proximity of the interface is higher when the oil layer is present. In addition, we analyze the 

energy distribution across the eigenmodes of a proper orthogonal distribution and the distribution 
of strain and vortex dominated regions. As the main objective of this study, these high- 
resolution time-resolved experimental data provide a validation platform for the development 

of new models in the context of the volume of fluid-based large eddy simulation of turbulent 
two-phase flows.  
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1 Introduction and motivation  

1.1 Problem definition 

The term submerged jet is widely used and appears in various 
contexts for single- or multiphase flow problems. Thus, we 
first need to define the scope of this work. A submerged jet 
in general can be any kind of gas, liquid, or solid particle jet 
in an environment of the same or different type of material. 
The simplest case, of course, is a liquid jet of water injected 
in a stagnant water pool or a gas jet released into ambient 
air at rest. The flow field and turbulence characteristics of 
such jets can usually be measured by different experimental 
techniques such as particle image velocimetry (PIV) 
(Raffel et al., 2007; Adrian and Westerweel, 2011), hot 
wire anemometry (CTA) (Bruun, 1995), or laser doppler 
anemometry (LDA) (Albrecht et al., 2003). 

Gas jets in water are driven by inertia and buoyancy 

and have many applications in hydraulic engineering, 
oceanography, or metallurgical flows. As a consequence of 
the bubble formation, they are less accessible for quantitative 
methods like PIV or LDA. Hence, they are mainly tackled 
by image processing to obtain at least global features of the 
flow (Weiland and Vlachos, 2013; Harby et al., 2014; Berna 
et al., 2017; Ma et al., 2018; Dong et al., 2020). Likewise, it is 
not possible to measure jet velocities in highly laden particle 
jets commonly used for the burning of solid fuels (Birzer 
et al., 2009, 2011, 2012; Puttinger et al., 2013).  

The velocity field and turbulence characteristics of single 
phase unbounded jets are well documented in literature 
(e.g., Wygnanski and Fiedler, 1969). Indeed, most technical 
applications are bounded flows where the jet interacts with 
walls and/or interfaces. Depending on the distances to the 
walls and interfaces the flow profiles may differ significantly 
compared to a free jet. 

In this study, we will focus on a water jet released into a 
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Nomenclature 

Roman letters 

ia  temporal coefficients of POD (—) 
d inlet nozzle diameter (m) 
r vector of (x, y) coordinates (m) 
t time (s) 
u velocity vector (m·s−1) 
u horizontal velocity component (m·s−1) 
v vertical velocity component (m·s−1) 
x horizontal coordinate (m) 
y vertical coordinate (m) 

Capital letters 

E enstrophy (s−2) 
KE kinetic energy (m2·s−2) 

Q Q-criterion (s−2) 
RMS root mean square (m·s−1) 
S strain rate tensor (s−1) 
St Stokes number (1) 
U velocity magnitude (m·s−1) 

Greek letters 

ε  dissipation rate (m2·s−3) 
kη  Kolmogorov length scale (m) 

ν  kinematic viscosity (m2·s−1) 
  material density (kg·s−3) 
σ  surface tension (N·m−1)  

Pτ  particle relaxation time (s) 
i  basis functions of POD (—) 
Ω  rotation tensor (s−1) 

  
 
basin of water with a constant fill level and discuss the 
interaction of the jet with a free surface or an additional oil 
layer. Although the jet itself is a single-phase problem (jet 
of water in a water pool), in the remainder of this paper the 
jet interacting with the free surface is called the two-phase 
problem and the jet interacting with the liquid–liquid and 
air interfaces is referred to as the three-phase problem.  

1.2 Technical background and application 

Our starting point to discuss the technical background for 
such a flow situation originates from steel industry despite 
its vast application in other industries. A continuous casting 
mold essentially consists of the same setup. A liquid jet   
of steel is released from the exit ports on both sides of a 
submerged entry nozzle (SEN). The jets are then deflected 
up- and downwards on the outer walls of the casting mold 
and the upward deflected parts of the jet interact with the 
steel-slag interface (Fig. 1). The exit ports usually have an 
orientation in the range 0 to –20° downwards. 

The avoidance of slag entrainment and non-metallic 
inclusions in the final product is the major goal in continuous 
casting. Hibbeler and Thomas (2013) discussed various 
reasons for slag entrainment. The three major mechanisms 
are 

(1) vortex formation in the proximity of the SEN due to 
asymmetries in the global flow, 

(2) interaction or argon bubbles with the slag layer, 
(3) high shear forces at the steel–slag interface due to 

the upward deflected part of the jet. 
It is well known from literature that the jets exiting the 

SEN are not stable but tend to oscillate up and down in the  

 
Fig. 1 Outline of a continuous casting mold in steel slab 
production. 

mold. Gebert et al. (1998) and Zhang and Shen (2006) have 
shown this behavior numerically for a single vertically 
oriented jet. Lawson and Davidson (2001) and Lawson et al. 
(2005) reported PIV and LDA experiments on a similar setup. 
Besides an inherent instability of the flow, asymmetries can 
be triggered by clogging of the SEN (Srinivas et al., 2019) 
and also the bended geometry of the mold downward of 
the pure liquid zone might have an influence on the flow 
symmetry (Liu and Li, 2018). Consequently, if there is a 
net horizontal mean flow around the SEN caused by such 
asymmetries, vortices will occasionally form on the leeward 
side of the nozzle that possibly entrain slag into the mold 
(Pirker, 2010). 
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The usage of argon injection can reduce the attachment 
of non-metallic inclusions to the inner walls of the SEN, and 
thus, reduce SEN clogging. In addition, the argon bubbles 
can capture these inclusions and transport them to the slag 
layer. However, the interaction of a large number of argon 
bubbles with the steel–slag interface can have a contrary effect 
and enforce slag entrainment. Yu et al. (2010) presented   
a numerical study on the interface motion due to argon 
injection. Ramos-Banderas et al. (2005) and Liu et al. (2014) 
conducted numerical and experimental studies on mold 
flow with argon bubbles.  

In the present work we will focus on the third mechanism 
in the above list, namely shear layer instabilities. We do 
not use additional gas injection in our experiments and 
we eliminate flow asymmetries by replacing the SEN with 
a symmetry plane as discussed in detail in Section 2. The 
primary goal of the presented experiments is to provide 
high-quality validation data for computational fluid dynamics 
(CFD) model development. 

1.3 State of the art in numerical modelling 

The highly unsteady and turbulent flow conditions in the 
continuous casting mold demand a certain level of accuracy 
in turbulence modelling to analyze and control local 
phenomena such as slag entrainment and mass transfer 
across the interface. The typical CFD approach to study such 
complex flow consists of solving Navier–Stokes equations 
with proper turbulence models in combination with an 
interface capturing technique such as the VOF method (Hirt 
and Nichols, 1981). Despite their traditional affordability 
for industrial applications, Reynolds-averaged Navier– 
Stokes-based turbulence models commonly fail to picture 
multiphase turbulence. The advances in computational tools 
during the past decade have made the large eddy simulation 
(LES) affordable for the investigation of multiphase flows. 
Many authors have employed LES to tackle the continuous 
casting mold flow problem (Pirker, 2010; Ji et al., 2013; 
Khan et al., 2018; Liu and Li, 2018). Nevertheless, the LES 
of multiphase flows suffers from major shortcomings yet to 
be overcome. Most of these studies follow the conventional 
LES concept which is basically the single-phase LES formalism 
where only subgrid-scale (SGS) stresses are modelled using 
an eddy-viscosity approach, and neglect other SGS physics 
such as surface tension and interface dynamics. 

Although different studies in the literature (Larocque  
et al., 2010; Vincent et al., 2018) have underlined the 
importance of all these SGS terms for the development   
of interfacial physics, their modelling and analysis have 
remained limited to some recent contributions. Ketterl 
and Klein (2018), Klein et al. (2019), and Hasslberger et al. 
(2020) have conducted comprehensive a-priori assessments 

on all the two-phase flow SGS terms based on the volume 
of fluid (VOF) method. They analyzed different existing 
subgrid closure models among which the scale-similarity 
concept shows a convincing performance. Vincent et al. 
(2018) conducted an a-priori analysis based on a turbulent 
phase inversion problem and reported that the approximate 
deconvolution method (ADM) (Stolz and Adams, 1999) 
reveals the highest correlations with data from direct 
numerical simulations (DNS), and therefore, is a better 
candidate for modelling all the SGS terms in the two-phase 
LES context. Consequently, Saeedipour et al. (2019b) 
developed the ADM-VOF approach for the a-posteriori LES 
of two-phase flows, which then was employed to simulate 
the continuous casting mold flow with a better prediction of 
the macroscopic interfacial features compared to conventional 
LES (Saeedipour et al., 2019a). Recently, Saeedipour and 
Schneiderbauer (2019) have introduced a fully functional 
approach for the two-phase LES that includes surface tension 
effects into the subgrid eddy-viscosity and has revealed 
a-priori competence for the accurate VOF simulation of 
interfacial flows. 

Clearly, a general conclusion on the most accurate 
approach is still elusive and closure model development  
for multiphase LES is an ongoing research topic that, in 
turn, demands high-fidelity data for validation purposes. 
Nevertheless, most of the aforementioned works have done 
the model validations against highly-resolved simulation data, 
which is hard to achieve in the case of real-scale applications. 
This explains the importance of experimental benchmarking 
and time-resolved data acquisition for turbulent liquid– 
liquid and liquid–gas flows, which is the major objective of 
the present study. 

1.4 Previous experimental works 

There are a large number of experimental studies on jets 
(Wygnanski and Fiedler, 1969; Westerweel et al., 2009),  
jets in cross-flow (Meyer et al., 2007; Karagozian, 2014; 
Altaharwah et al., 2020), or impinging jets (Fitzgerald and 
Garimella, 1998; Guo et al., 2017). While in the first two cases 
the turbulent interaction of the jet with its surrounding 
fluid is of major interest, the typical application of the latter 
case is heat transfer. Measurements on submerged jets 
were reported by several authors. Kwon and Seo (2005) 
were focusing on the averaged flow profiles of jets at 
different Reynolds numbers. Lacagnina and Romano (2015) 
investigated the influence of the optical magnification on the 
flow statistics of a submerged jet. Ganapathisubramani et al. 
(2007, 2008) used stereo PIV to measure the flow characteristics 
of submerged jet. Time-resolved data of a turbulent jet was 
reported by Cheng et al. (2011) and Semeraro et al. (2012). 
Wen et al. (2014) conducted experiments on a submerged 
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jet interacting with a free surface. 
Concerning the more specific situation of the continuous 

casting mold flow, the conventional flow characterization 
techniques would be impractical due to the high-temperature 
conditions in the real process. Thus, it has been common in 
the literature to use an analogous water–oil experimental 
setup where water and oil resemble the molten steel and slag 
layer, respectively. However, the majority of older publications 
neglected the oil layer and conducted pure water experiments 
(Yokoya et al., 2000; Zhang et al., 2007; Ren et al., 2019) or 
focused on the effect of gas injection (Ramos-Banderas et al., 
2005; Liu et al., 2014).  

Vakhrushev et al. (2014), Zhao et al. (2017), and Zhao 
and Zhou (2019) report experiments for LES validation 
with a water and oil configuration but focus on the analysis 
of the interface deformation and open eye formation 
without further measurements of the flow field. Campos  
et al. (2015) conducted point wise measurements at various 
distances to the liquid–liquid interface via LDA. André and 
Bardet (2015) extracted the interfacial shear stress of a free 
surface from simultaneous PIV measurements in the gas 
and liquid phase.  

1.5 Novelty of this study 

As mentioned above, the major goal of this work is to 
provide high-quality data to support LES modelling activities 
for two- and three-phase flows. Of course, it would be nice to 
obtain the shear stresses of the water–air and water–oil–air 
interfaces. However, due to the highly unsteady three- 
dimensional motion of a liquid–gas and liquid–liquid 
interface, part of the near-interface area can be temporarily 
hidden when using a standard PIV setup with a 90° camera 
angle. Since the interface deformation causes heavy light 
reflections of the laser light sheet, the usage of oblique 
camera angles suffers from high data loss and cannot 
entirely solve this problem. Hence, it is not possible to fully 
resolve the interface region in a sufficient quality to reliably 
extract interfacial shear stresses. Using a similar open 
channel setup like André and Bardet (2015) might be more 
successful in this regard. However, the authors decided to 
stick with the mold flow setup and use standard planar PIV 
measurements (2D-2C) at a 90° angle but focus on a high 
temporal and spatial resolution. Since the spatial filtering 
nature of LES is separating the energy cascade into resolved 
and unresolved parts, the energy content of the latter should 
be captured correctly by an adequate subgrid model. As a 
consequence, there is a need for highly resolved validation 
data for two- and three-phase flows. In contrast to the 
usual approach to use DNS data for LES validation, this 
study presents a detailed flow analysis that is purely based 
on highly resolved experimental PIV data. The presented 

data herein allows us to analyze the energy distribution close 
to the interface even though the interface itself might not 
be fully resolved.  

2 Experimental setup and data processing  

2.1 Apparatus 

The experimental setup was inspired by the geometry of a 
continuous casting mold in steel industry. In a real casting 
mold, the liquid steel is poured into the mold from the 
exit ports of a submerged entry nozzle. The SEN is usually 
a simple cylindrical pipe but the precise geometry of the 
exit ports can vary strongly with the application and type 
of steel grading. The experimental apparatus depicted in 
Fig. 2 is a simplified setup of such a continuous casting 
mold. The SEN is simply replaced by a symmetry plane with 
a circular inlet nozzle. The angle of the inlet angle can be 
adjusted in a wide range from –30° (downward jet direction) 
to +10° (upward jet direction). Thus, also extreme cases 
can be captured with this setup without having to build 
multiple SENs. However, the data presented in this paper 
only covers the simplest and most general case of 0° inlet 
angle. One half of the basin from the side wall to the 
symmetry plane is 250 mm. The fill level from the porous 
plate to the free water surface is 315 mm. For the test cases 
with additional oil layer its thickness was set to 15 mm. The 
width of the basin is 70 mm. These dimensions roughly 
correspond to a 1:3 scaling of a real continuous casting 
mold where a typical slab width is 1500 mm. The inlet 
nozzle diameter d = 20 mm.  

The flow rate of the pump was 0.265 liters per minute, 
resulting in an exit velocity of jet 0.85u = m/s and a Reynolds 
number based on the nozzle diameter of jet 16870.Re =  
For continuous casting the relevant numbers are the mass 
flow rate in tons per min and the slab speed at which it is 
leaving the mold in m/min. With the given numbers of our 
experiment the casting speed results in 0.92 m/min which 
approximately hits the average values of casting speeds 
which are in a typical range of 0.5–1.5 m/min. Certainly, 
achieving physical similarity in all relevant numbers and 
material properties is almost impossible for modelling steel 
and slag flows because of the large density differences. In 
the present experiments, paraffin oil is used as the lighter 
liquid to mimic the slag layer on top of the main water flow. 
It is clear from Table 1 that the difference in density between 
water and paraffin oil is much lower than between steel and 
slag. However, the most relevant properties for analyzing the 
interface deformation and flow dynamics below the interface 
are the kinematic viscosity and the surface tension. Table 1 
shows that the ratio of slag steel/ν ν  and oil water/ν ν  and also 
the ratio of surface tensions is matched adequately.  
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2.2 PIV and shadowgraphy recordings 

A continuous wave laser with 2.5 W and 532 nm wavelength 
was used to illuminate the center plane of the basin as 
indicated in Fig. 2. The paraffin oil was colored black by 
using Sudan black B powder to obtain a good contrast 
between the main flow and the oil layer. Hollow glass spheres 
with a mean diameter of 8 μm served as tracer particles in 
the water. The recording of the raw images was done with a 
Photron Fastcam SA3 running at 1 kHz. To obtain a high 
spatial resolution the region of interest (ROI) was reduced 
to the upper left corner. The captured area is 125 mm ×  
125 mm and a 35 mm F-Mount lens was used on the camera. 
The CMOS camera chip has a resolution of 1024 × 1024 
pixels, which leads to an optical resolution of 8.2 px/mm. 
Comparison with recordings of the complete half of the 
basin showed, that this reduced ROI significantly improves 
the image quality and, of course, the quality of the final 
vector field. Recording the complete basin resulted in peak 
locking effects which can be avoided by zooming in. A 
second reason for choosing this ROI was to obtain a spatial 
resolution similar to the LES study of Saeedipour et al. 
(2019a). As LES is based on spatial filtering it is not sufficient 
to obtain a similar temporal resolution in the validation 
experiments. It is also necessary to provide a similar spatial 
resolution of the turbulent scales. Thus, experiments of 
such kind could also be termed scale resolved PIV instead of 
time-resolved PIV to emphasize that also the important 
length scales are captured by the experiment. 

For both setups, experiments with and without oil layer, 
ten sets of 1358 images (i.e., the maximum storage capacity 
of the high-speed camera) have been recorded. Hence, we 

have an ensemble of ten time-resolved datasets of the mold 
flow running in steady-state boundary conditions. By a 
sufficient number of datasets for ensemble averaging we 
overcome a typical problem of high-speed PIV recordings. 
Since the available memory of the camera is limited, the 
observable time interval can become very short when using 
high frame rates. Thus, while having a good resolution of 
the unsteady flow, there is a risk of having an insufficient 
number of frames for statistical evaluations. This can be 
eliminated by running the experiment several times, which, 
of course, dramatically increases the processing time. 

In addition to the PIV measurements, shadowgraphy 
recordings were made for the case with the oil layer. A LED 
panel was used for homogeneous background illumination. 
These recordings serve to visualize the interface deformation 
and the occasionally formed ligaments of oil which are 
entrained into the main flow (c.f. example in Fig. 2(b)). It is 
important to note that in contrast to the PIV recordings, 
where a frame rate of 1 kHz is necessary to fully resolve the 
flow on the time scale, an ordinary video camera running 
at 25 frames per second is sufficient to completely capture 
the motion of the water-oil interface. Thus, the dynamics  
of the liquid–liquid interface is one order of magnitude 
slower than the turbulent motions in the main flow. Using 
an ordinary video camera also allows us to capture longer 
sequences. From these videos the interface motion and 
frequency of entrainment events can be extracted via digital 
image processing. Hence, these shadowgraphy recordings 
provided additional valuable data for the validation of LES 
results (Saeedipour et al., 2019a). However, in the further 
discussion in this paper we will focus on the PIV data and 
the characteristics of the main flow. 

 
Fig. 2 (a) Setup of the experiment; (b) snapshot taken with LED background illumination. 

Table 1 Material properties 

Material property Unit Steel (1673°) Slag (1673°) Water (20°) Oil (20°) 

Kinematic viscosity ν m2·s–1 0.9 × 10−6 163 × 10−6 1 × 10−6 159 × 10−6 

Density   kg·m−3 7160 2400 998 863 

Surface tension σ  N·m−1 1.65 0.5 0.073 0.026 
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2.3 Data processing 

Recordings and vector field calculations have been done 
with the software package Davis 10 from LaVision. To obtain 
the final vector fields the processing sequence consists of 
three major steps: (i) perspective correction (ii) automatic 
masking of the liquid–air and liquid–liquid interfaces (iii) 
iterative PIV cross-correlation. To account for the large 
velocity differences in the jet area and the surrounding 
fluid a pyramid sum of correlation with a pyramid depth of 
3 was applied (Sciacchitano et al., 2012). Vector calculation 
was started at a window size of 96 pixels and iteratively 
reduced to a final grid size of 24 pixels with an overlap of 
75%. The results in a final vector spacing of 0.75 mm. The 
vector fields have then been exported for further processing 
and data analysis in Python and Matlab. 

The uncertainty of PIV data has been widely discussed 
in literature over the last three decades. In general, there 
are two major sources of errors, imperfect tracer particles 
and inaccurate calculation of the particle displacements. 
The used tracer particles have a density close to water 
( 3

P 1100 kg m-= ⋅ ) which results in a particle relaxation time 
of 6

P 6 10 sτ -» ´ . Hence, we can assume that the Stokes 
number 1St   and the error due to a slip-velocity of the 
tracers can be neglected. Most authors report a typical error 
in the calculated displacement of 1%–2% of the maximum 
full-scale displacement (Sciacchitano et al., 2013; Westerweel 
et al., 2013; Wieneke, 2015). This results in a typical particle 
bias below 0.2 px when the usual quality criteria for PIV 
measurements are fulfilled (minimum number of particles 
per interrogation window, maximum particle shift, out-of- 
plane motion, etc.). 

Since deformation of the liquid–liquid interface in the 
z-direction can lead to invisible areas of the interface at the  

centrally located laser plane, it is important to remember 
that the automated masking process does not always deliver 
the precise interface position of the illuminated plane. Instead, 
it delivers the projection of the interface in the direction 
of the camera plane. Hence, it is not possible to reliably 
calculate velocity gradients directly at the interface. 

3 Results and discussion 

3.1 Instantaneous flow fields 

To give an impression on the overall quality of the results, 
Fig. 3 shows two instantaneous snapshots for each case 
with liquid–gas and liquid–liquid interface. The vector field 
has been coarsened by a factor of four to keep the figure 
readable. The original data is four times denser which also 
applies to all other figures with vector field data in this paper. 
The images give an idea of the highly unsteady nature  
of the flow fields but also the global flow topology of the 
clockwise rotating vortex between the jet axis and the interface 
is visible. The red lines on top give the location of the 
interface from the automated masking process. The second 
red line below the interfaces is plotted to mark the layer 
beneath the interface which was used for data analysis in 
Sections 3.5 and 3.7. The layer contains 10 vectors and hence 
covers a region of 7.5 mm below the interfaces. Calculating 
averaged or integral values across this layer reduces the 
problem of having occasional artefacts or spurious vectors 
in the first data rows beneath the interface because of the 
shadowing problems that can appear when doing planar 
PIV below three-dimensionally deformed interfaces. 

3.2 Time-averaged flow fields 

The time-averaged flow fields of the ten different datasets  

 
Fig. 3 Instantaneous snapshots for (a) the liquid–gas interface and (b) the liquid–liquid interface. The red lines in (a) and (b) mark the 
layer beneath the interface which is used for further data analysis in Sections 3.5 and 3.7. The vector fields only show every fourth vector 
for better readability. 
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for both cases presented in Fig. 4 give a good overview of 
the overall flow situation and the variation between the 
datasets. The datasets without oil are shown in the left two 
columns and the results with the oil layer in the right two 

columns, respectively. The x and y coordinates are given  
in relative x/d and y/d scaling with respect to the nozzle 
diameter. The flow fields demonstrate that the jet has much 
stronger fluctuations and generally is deflected more upwards 

 
Fig. 4 Time-averaged flow fields for all 20 datasets. The results for the liquid–gas interface are shown in the left two columns, the flow 
fields with liquid–liquid interface in the right two columns. 
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to the free surface without the presence of an oil layer. For 
the case with the oil layer the jet either remains horizontal 
or is slightly deflected downward from the nozzle axis. This 
is mainly caused by a changing geometry of the clockwise 
rotating vortex. The liquid–gas interface exhibits a horizontal 
backflow below the free surface towards the symmetry plane. 
When an oil layer is present the rotating flow dissipates 
some of its energy by pushing away the oil layer. This leads 
to an open area (also commonly called open-eye) where we 
also have a liquid–gas interface. Due to the deformation of 
the oil layer, the rotating flow is forced in a downward 
direction which has a stabilizing effect on the jet itself and 
causes that deviations of the jet from the horizontal axis are 
mainly oriented towards negative y-coordinates. In general, 
we can state that the differences between the datasets for 
the three-phase problem are much smaller than for the 
two-phase problem. 

3.3 Flow profiles 

The horizontal and vertical flow profiles for various distances 
to the nozzle outlet are displayed in Figs. 5 and 6. The mean 
profiles are obtained by time-averaging all ten datasets for 
the two cases and the velocities are scaled with the jet exit 
velocity jetu . Around the jet axis the maximum x-velocities 
are about 30% lower in the two-phase problem compared to 

the three-phase problem (Fig. 5). These significantly lower 
mean velocities are caused by the stronger fluctuations of the 
jet center axis for the liquid–gas interface. The horizontal 
backflow below the surface is in the similar range for both 
cases in the open eye area (close to the outer wall) but, of 
course, vanishes is the area of the entrained oil layer (c.f. 
the dark blue and red line for x/d = 7 and 8 in Fig. 5(b)).  

For the vertical velocity components given in Fig. 6 we 
see that the jet beneath the liquid–air interface delivers a 
lower inertia to the impingement point. Close to the jet axis 
(y/d = 0.2) we already have an upward oriented flow for 
x/d < 10, and thus, the vertical velocities close to the wall 
are much lower. Due to the overall upward deflection of 
the jet the averaged velocity profile at y/d = 0 is negative 
for x/d > 10.5 since this region is then influenced by the 
downward deflected part of the jet (c.f. Fig. 4). 

In the three-phase setup the profiles are rather similar 
for all y/d-positions. As the main vortex stabilizes the flow 
we observe negative velocities closer to the nozzle outlet and 
an upward deflected flow close to the wall. 

3.4 Jet oscillations 

The time-averaged flow fields for the ten datasets in Fig. 4 
indicate that the jet center line (position of maximum 
horizontal velocity) oscillates strongly. Figures 7(a) and 7(b)  

 
Fig. 5 Time-averaged vertical profiles of u-velocities at different distances to the nozzle outlet for (a) the liquid–gas interface and (b) 
the liquid–liquid interface. 

 
Fig. 6 Time-averaged horizontal profiles of v-velocities at different distances to the nozzle outlet for (a) the liquid–gas interface and (b) 
the liquid–liquid interface. 
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show the temporal evolution of the maximum u-velocity 
position at a nozzle distance of x/d = 10. The red lines 
represent the ensemble averages over the ten datasets and 
the blue lines indicate the average ± the standard deviation. 
We observe that for the liquid–gas case the position of 
maximum horizontal velocity is shifted upwards from the 
nozzle center axis and for the liquid–liquid interface it is 
slightly shifted downwards. The temporal fluctuations are 
much higher for the jet below a liquid–gas interface. This 
underlines that the oil layer has a damping effect on the jet 
oscillations and stabilizes the main flow field. 

3.5 Kinetic energy and turbulent quantities 

When thinking about validating numerical simulations we 
usually come to the discussion if the kinetic energy and the 
velocity fluctuations are resolved correctly by the mathematical 
model. Essentially this can be reduced to the question if the 
energy distribution between the resolved and unresolved 
scales is correct and the relevant subgrid terms capture the 
dominant physical effect correctly.  

When we analyze our time-resolved PIV data from that 
perspective, two interesting quantities are the integral of the 
kinetic energy 

 2

Ω

1 d
2

KE U V= ò   (1) 

as well as the integral of the enstrophy 

 ( )2

Ω

1 d
2

E U V= ´ò  (2) 

in the proximity of the free surface and liquid–liquid 
interface. U denotes the velocity vector in Eqs. (1) and (2). 
The first quantity provides information how much energy 
is transported to a certain region of the domain, while the 
latter is a good indicator on the dissipation of turbulence. 
Figures 8(a) and 8(b) show the kinetic energy and enstrophy  

integrated for the layer beneath the interface defined in Fig. 3. 
We clearly see that the integral values of the kinetic energy 
and enstrophy in this layer are larger for the three-phase 
problem compared to the two-phase problem. The kinetic 
energy is increased by 52% and the enstrophy by 94%.   
To cross check this results the integration was also done for 
the entire domain and revealed 39% increase in kinetic energy 
and 46% increase of enstrophy, respectively (results not 
shown in the figure). 

These results disclose some important underlying physics 
on the effect of the liquid–liquid interface. Although the 
presence of the oil layer has a stabilizing effect on the jet and 
strongly dampens its oscillations (Fig. 7), the total kinetic 
energy and enstrophy in the proximity of the interface is 
larger than without the oil layer. The increase in both kinetic 
energy and enstrophy can be explained by two opposing 
effects in the flow field. On one hand the stabilized main 
flow leads to higher velocities close to the liquid–liquid 
interface (c.f. Fig. 4). On the other hand, the liquid–liquid 
interface can be seen as a flexible wall with a boundary 
layer of a certain thickness. In the near-interface region, the 
velocity has to decrease abruptly down to almost zero since 
the tangential velocity of the interface will be very low. For 
a rigid wall this would correspond to the no-slip condition. 
Reducing this higher velocity down to almost zero at the 
interface induces a strong shear rate in the proximity of the 
liquid–liquid interface. This high shear region contributes to 
the production of vorticity, which consequently increases 
the integral enstrophy. 

In addition, Fig. 8(c) shows the root mean squared (RMS) 
velocity fluctuations: 

 ( )
1
22 2RMS u' v'= +  (3) 

across the x-coordinate in the interface layer. The RMS 
values are time-averaged over the entire 10 datasets. The RMS 
values show that for the liquid–gas interface the velocity 

 
Fig. 7 Temporal evolution of the maximum jet velocity position maxu  at x/d = 10. (a) shows the results for the liquid–gas interface and 
(b) the liquid–liquid interface. The red lines in (a) and (b) are the ensemble averages, and the blue lines represent the averages ± the 
standard deviation. 
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fluctuations are higher in the upper left corner where the 
deflected jet hits the free surface. For the liquid–liquid interface 
we also observe a peak in this region but the clockwise 
rotating vortex is more stable and a higher percentage of 
the jet inertia is again deflected and reoriented towards the 
center plane of the basin. This inertia is pushing against the 
oil layer and finally leads to a wavy and highly unsteady 
liquid–liquid interface forming occasional inclusions (c.f. 
Fig. 2(b)). Beneath this wavy interface the energy is eventually 
transferred from the main flow to velocity fluctuations 
which explains the high peak for the liquid–liquid interface 
in the range x/d = 6.9 in Fig. 8(c). 

Figure 9 demonstrates that this energy transfer is not 
equally distributed across and uʹ and vʹ. The figure presents 
the power spectral densities (PSD) in the interface layer  
for uʹ and vʹ. It is interesting to note that the horizontal 
velocity fluctuations contain slightly more energy for the 
liquid–gas interface, but the situation is clearly opposite for 
the liquid–liquid interface, where the vertical fluctuations 
contain much more energy. In combination, the results  
of Figs. 9(a) and 9(b) are in accordance with the findings  
of Fig. 8(c). 

As we track the interface in the automated masking 
process of the PIV images, we also have the interface position 
for each snapshot available. Hence, we can also analyze the 
FFT result of the interface position which is plotted in Fig. 9(c). 

The results emphasize the result of Fig. 9(b). Due to the wavy 
motion of the liquid–liquid interface in the three-phase 
problem there is much more energy transferred to the vertical 
velocity fluctuations compared to the two-phase case. 

Generally, the energy decay in Figs. 9(a) and 9(b) 
follows the Kolmogorov -5/3 law. The little bump around 

200f =  visible for the liquid–gas interface in Figs. 9(b) 
and 9(c) is caused by small waves travelling along the 
interface. Similar waves are also visible in the three-phase 
setup, but are less pronounced due to the shorter remaining 
distance of undisturbed liquid–liquid interface (c.f. the upper 
right region of Fig. 2(b)). 

From planar PIV data we generally cannot obtain enough 
information about the Kolmogorov length scale kη  since it 
is not possible to calculate the dissipation rate ε based on 
the complete tensor of velocity gradients U⋅ . However, if 
we follow the linear approximation max2ε ν E= ⋅ ⋅  proposed 
by Labourasse et al. (2007), where ν  denotes the kinematic 
viscosity, we obtain an estimation of the Kolmogorov length 
scale from the maximum integral enstrophy maxE  in the 
sub-domain. For the values of maxE  from Figs. 8(a) and 8(b) 
the resulting length scales are 

 
1

3 4 0.53 , for the liquid gas interface
0.46 , for the liquid liquid interfacek

mνη
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Fig. 8 Integral values of (a) kinetic energy (KE), (b) enstrophy (E), and (c) root mean square velocity fluctuations (RMS) for the defined 
layer beneath the interfaces. 

Fig. 9 Power spectral densities of (a) horizontal velocity fluctuations and (b) vertical velocity fluctuations below the liquid–gas and 
liquid–liquid interfaces calculated for the layer marked in Fig. 3. The black line indicates the -5/3 decay according to Kolmogorov. 
(c) shows power spectral density of the interface movement. 
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Although the actual Kolmogorov length scale might be 
smaller, we have a good indication that the resolution of 
the PIV data is high enough so that the energy spectra in 
Figs. 9(a) and 9(b) resolve the energy cascade closely down 
to the Kolmogorov scale. 

3.6 Identification of vortex and strain dominated regions 

The Q-criterion is a suitable approach to distinguish 
between rotation ( 0Q > ) and strain dominated regions 
( 0Q < ) in a flow field. For a three-dimensional flow field 
it is defined by 

 ( )2 21 Ω
2

Q S= -  (5) 

where S and Ω  represent the symmetric and antisymmetric 
components of the velocity gradient tensor, respectively. 
From planar PIV data we can only obtain a 2D velocity 
gradient tensor and the results are equivalent to other 
definitions for vortex identification like the   and 2λ - 
criterion (Jeong and Hussain, 1995). For 2D data Eq. (5) 
leads to (Chen et al., 2015): 

 
221 1

2 2
u u v vQ
x y x y
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Figure 10 shows the Q-criterion results for the time-averaged 
vector field for one of the datasets for the liquid–gas and 
liquid–liquid interface. The time-averaged plots give a better 
insight on the strain and rotation dominated areas instead 
of showing an instantaneous result, where the results are very 
weak and might be influenced too much by the above- 
mentioned shadow effect due to the interface deformation. 
As expected we see that the jet impingement area is strain 
dominated. Likewise, the layer beneath the liquid–gas and 
liquid–liquid interfaces is mainly strain dominated. That, of 
course, does not negate that there might be instantaneous 
flow situations showing vortex dominated regions close to 
the liquid–liquid interface. However, the physical mechanism 
that finally leads to the entrainment of oil into the main 

liquid is shear. 

3.7 Proper orthogonal decomposition (POD) of vector 
field time series 

Proper orthogonal decomposition has received a broad 
acceptance in fluid mechanics to extract important spatial 
features of a flow field. Taira et al. (2017) presented an 
overview on POD and related modal decomposition 
techniques. Essentially, POD is decomposing a dataset into 
an orthonormal system to capture a maximal amount of 
energy with a minimal number of eigenmodes. From a fluid 
mechanics perspective that means the first modes of this 
orthonormal system will contain the main flow features 
(large scale vortices), while the higher modes will mainly 
contain the small-scale turbulent features of the flow. This 
makes POD an intuitive approach to be used for LES model 
development and validation, as the LES technique follows  
a similar approach—the large-scale turbulent motions are 
resolved by the computational grid, while the small-scale 
turbulence is captured by the subgrid model. A POD-based 
comparison between PIV and single-phase LES results for a 
submerged jet below a wall boundary was presented by 
Abbasi et al. (2020). 

The velocity field as a function of space and time 
( , )nu r t  can be decomposed to a combination of temporal 

coefficients ( )i na t  and orthonormal basis functions  ( )i r : 

 ( ) ( ) ( ) ( )
1

,
N

n i n i
i

u r t u r a t r
=

- =å  (7) 

The orthonormal basis functions can be found by solving 
the corresponding eigenvector problem (Sirovich, 1987). To 
reconstruct the flow field the number of modes m defines 
the amount of energy reconstructed: 

 ( ) ( ) ( ) ( )
1

,
m

n i n i
i

u r t u r a t r
=

» +å  (8) 

Figure 11 shows two examples of the first modes for the 
two-phase and the three-phase problems. However, as the  

 
Fig. 10 Q-criteria results for (a) one dataset without liquid–gas and (b) one dataset with liquid–liquid interface. 
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flow topology between the two cases is very different, it 
does not make sense to compare the various modes one 
by one. In the context of LES modelling, it is much more 
interesting to check the distribution of energy over the mode 
decomposition. Hence, Fig. 12(a) depicts the cumulative 
energy distribution of all modes, Fig. 12(b) compares the 
relative energy content for modes 0 to 4 (where mode 0 is 
the averaged flow field), and Fig. 12(c) shows the total amount 
of turbulent kinetic energy captured by reconstructing the 
flow field with a certain number of modes. The colored bars 
in Figs. 12(b) and 12(c) are the ensemble-averaged values 
and the black lines indicate the range of minimum and 
maximum values over the ten datasets. One can see that mode 
0 contains more energy for the liquid–liquid interface as 
the jet does not oscillate as much as beneath the free surface 
of the liquid–gas setup. This is also emphasized by the error 
bars. The range of values for the dataset averages is much 
larger for the liquid–gas interface than with the additional 
oil layer. However, modes 1 to 4 show a similar energy 
content but now the range of the obtained results is larger 
for the three-phase problem. We can assume that for the 
case with the oil layer these modes are more affected by the 
turbulent structures generated by the moving liquid–liquid 

interface. From Fig. 12(a) we see that the cumulative energy 
is higher for the first few hundred modes for the liquid–liquid 
than for the liquid–gas interface, which as well indicates 
that the amount of energy contained in larger scale fluid 
motions is higher with the oil layer, while the turbulent 
kinetic energy is more evenly distributed over the modes 
without an oil layer. To investigate this argument in detail 
we once again integrate the turbulent kinetic energy for 
the layer below the interfaces shown in Fig. 3. Figure 12(c) 
shows that on average a higher percentage of the turbulent 
kinetic energy is recovered for the liquid–gas interface when 
the flow field is reconstructed with less than 100 eigenvectors. 
This result seems to be contradictory to Fig. 12(a) at the 
first glimpse, but first, the turbulent kinetic energy does 
not contain the overall energy of the averaged flow field, 
and second, this top layer is mainly influenced by small 
scale motions below the interface. Finally, the result is also 
in agreement with the power spectral densities discussed 
in Fig. 9. The overall result of Figs. 9(a) and 9(b) is that the 
energy content is lower below the liquid–gas interface, thus 
a lower number of modes is necessary to reconstruct a 
certain percentage of the turbulent kinetic energy of the 
original flow field.  

 
Fig. 11 Exemplary results for mode 1 of the proper orthogonal decomposition for (a) the liquid–gas interface and (b) the liquid–liquid 
interface. 

 
Fig. 12 POD results averaged over all ten datasets for the liquid–gas and liquid–liquid case. (a) Cumulative energy based on the number 
of eigenmodes. (b) Relative energy content for modes 0 to 4; the black bars indicate the range of results for the ten datasets for both cases. 
(c) shows the turbulent kinetic energy captured by a certain number of eigenmodes relative to the original flow field. 



Time-resolved PIV measurements of a deflected submerged jet interacting with liquid–gas and liquid–liquid interfaces 

 

187

4 Summary and conclusions 

In this paper we discussed the flow topology and turbulent 
quantities of a confined, deflected submerged jet which is 
interacting with a liquid–gas (free surface) and a liquid–liquid 
interface (water plus additional oil layer). In the latter case, 
the deflected jet is moving part of the oil layer aside and 
forms an open area (open eye) while entraining the oil 
layer into the main liquid at the boundary of this open area. 
Thus, we have a situation of two stratified fluids where the 
liquid–liquid interface encounters a disturbance caused by 
large scale motions in the main flow.  

Measurements at the very close interface region are not 
trivial, since besides optical accessibility problems below 
the three-dimensional interface deformation, it is difficult 
to provide a sufficient spatial resolution for the calculation 
of, e.g., interfacial shear stresses. In the present paper, we 
focused on data analysis of time-resolved planar PIV with 
high spatial resolution. The following conclusions can be 
drawn from the presented results: 
 Although the data does not allow velocity gradient 

calculation at the interface, the spatial resolution is high 
enough to perform a detailed analysis of the flow field 
and energy content of a small layer below the interface. 
The PIV data resolves the flow field almost down to the 
Kolmogorov length scale. 

 The results demonstrate that the main flow field is 
stabilized by the additional oil layer and the oscillations 
of the jet are highly reduced.  

 Due to the stabilized overall flow, more energy is trans-
ported towards the interface region by the main vortex 
which is formed by the jet deflection on the outer wall.  

 The interaction of the backflow below the interface and 
the oil layer leads to a shift of energy from horizontal 
velocity fluctuations to vertical velocity fluctuations.  

 The proper orthogonal decomposition of the flow field 
demonstrates that the base mode contains a higher 
amount of energy for the liquid–liquid interface but a 
larger number of eigenvectors is necessary to reconstruct 
a certain percentage of the turbulent kinetic energy of the 
original dataset. Hence, although the oil layer dampens 
the jet oscillations the turbulent motions are larger 
below the wavy liquid–liquid interface compared to the 
free surface of the liquid–gas setup.  
It has to be noted that modelling turbulent interfacial 

flows including the flow situation described in this paper 
using LES in combination with the VOF method requires 
further analysis and development of subgrid closure models. 
This is an ongoing research topic. Thus, high-fidelity data 
on the turbulence characteristics as well as interfacial flow 
features are necessary for validation purposes. The presented  
time-resolved planar PIV experiments, even though with the 

discussed limitations, could provide an appropriate validation 
platform for the assessment of numerical simulations. The 
findings of the present study will have a direct implication in 
our future subgrid model development for the two-phase 
LES. This will cover both, functional and structural subgrid 
models for turbulence–interface interactions based on the 
VOF method. For future experimental activities, the major 
goal would be to eliminate the temporarily hidden areas 
caused by the interface deformation when doing 2D PIV at 
a 90° angle. Feasibility tests have shown that the problems 
with laser reflections that typically occur when using oblique 
angles for the camera perspective can be reduced when the 
region of interest is very small. This way the number of lost 
PIV frames (due to over-saturated areas) is acceptably low. 
However, by only recording such highly reduced ROIs one 
would lose the global flow information which would make 
the interpretation of the near-interface behavior difficult. 
To solve that issue a multiscale approach using one camera 
for the global flow field at lower resolution (2D-PIV at 90° 
angle) and a second camera with reduced ROI at an oblique 
angle to keep the region below a deforming liquid–liquid 
interface always visible would be a feasible approach and 
part of future research activities.  
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