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Abstract: Heat transfer is a crucial aspect of thermochemical conversion of pulverized fuels. Over-
predicting the heat transfer during heat-up leads to under-estimation of the ignition time, while under-
predicting the heat loss during the char conversion leads to an over-estimation of the burnout rates.
This effect is relevant for dense particle jets injected from dense-phase pneumatic conveying. Heat
fluxes characteristic of such dense jets can significantly differ from single particles, although a single,
representative particle commonly models them in Euler–Lagrange models. Particle-resolved direct
numerical simulations revealed that common representative particles approaches fail to reproduce
the dense-jet characteristics. They also confirm that dense clusters behave similar to larger, porous
particles, while the single particle characteristic prevails for sparse clusters. Hydrodynamics causes
this effect for convective heat transfer since dense clusters deflect the inflowing fluid and shield the
center. Reduced view factors cause reduced radiative heat fluxes for dense clusters. Furthermore,
convection is less sensitive to cluster shape than radiative heat transfer. New heat transfer models
were derived from particle resolved simulations of particle clusters. Heat transfer increases at
higher void fractions and vice versa, which is contrary to most existing models. Although derived
from regular particle clusters, the new convective heat transfer models reasonably handle random
clusters. Contrary, the developed correction for the radiative heat flux over-predicts shading effects
for random clusters because of the used cluster shape. In unresolved Euler–Lagrange models, the
new heat transfer models can significantly improve dense particle jets’ heat-up or thermochemical
conversion modeling.

Keywords: particle-resolved direct numerical simulation; heat transfer; gas-solid flow; particle jets;
CFD; OpenFOAM

1. Introduction

Computational investigation of industrial processes or virtual prototyping has become
popular in research and development, while lab-scale equipment can be simulated in
high detail, current computational resources prohibit the fully resolved investigation of
larger or industrial-scale facilities. Among others, pulverized coal furnaces [1,2] and blast
furnaces [3,4] are examples of industrial processes subject to numerical investigation for
optimization. The common feature of these processes is that pulverized particles are injected
into the furnace and that the initial thermochemical conversion of the particles starts in
the introduced jets. The initial solid-to-gas mass ratio can exceed 100, since particles are
injected by dense-phase pneumatic conveying [5–8]. The ratio of the coal jet and cross-flow
momentum determines the jet breakup process. Puttinger et al. [9] showed that dense jets
can penetrate the furnace before the particle jet disperses. Heat-up and thermochemical
conversion experience group combustion effects under such conditions, which need to be
accounted for when simulating industrial systems.

Eulerian–Lagrange (EL) approaches are commonly used to model the pulverized
particles’ motion, heat-up, and thermochemical conversion. EL models use an Eulerian
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carrier phase (gas phase) and track the Lagrangian particles (pulverized fuel) on the carrier
phase’s velocity field.

Particles are lumped into computational parcels to decrease the numerical effort. This
parcel approach implies simplifications to the conservation equations of parcels since
poly-disperse particle mixtures are cut down to single representative particles [10,11].
The convective and radiative heat flux towards such computational parcels might be over-
predicted if parcels are interpreted as physical particle clusters in turbulent flow because the
modeling approach disregards flow shielding and radiation shading of the particles in the
central cluster regions [12–14]. These effects might be captured by suitable representative
particles or appropriate heat transfer correlations. An external surface area correction might
be a suitable approach to capture the void fraction effects for radiative heat transfer.

Inter-particle effects in parcels or between parcels are also disregarded for simplicity in
common Euler–Lagrange models. Haugen [12], Liberman et al. [13], Forgber and Radl [15]
showed that these effects are essential to correctly predict the heat transfer within clouds of
pulverized particles. Furthermore, thermochemical conversion is also affected by clustering
effects. Depletion of the gaseous educts in clusters reduces conversion rates compared
to single particles [16–19]. Temperatures also significantly influence conversion rates due
to their non-linear correlation described by the Arrhenius law [20,21]. Therefore, over-
predicting temperatures results in an over-prediction of the thermochemical conversion
rates and can give misleading results for process optimization. The aim is to derive heat
transfer models suitable for Lagrangian parcels. The correct heat exchange between carrier
phase and particle (including radiation) is a prerequisite for modeling thermochemical
particle conversion in particle jets.

Various particle resolved direct numerical simulation (DNS) studies on the heat transfer
between fluids and solids have already been published in the literature [22–31]. These stud-
ies are used to either improve heat transfer prediction of continuous phase models [28,30],
e.g., two-fluid models (TFM), or derive functional heat transfer expressions for unresolved
modeling from resolved data [24–27,29]. Municchi and Radl [25], Singhal et al. [26,27] used
the Discrete Element Method (DEM) to produce realistic packings of various void fraction
and different particle shapes to derive heat transfer correlations for unresolved EL modeling,
while [24,29] used random particle arrays to derive heat transfer correlations. Besides compu-
tational studies, experimental measurements of heat transfer in packed beds have also been
used to derive heat transfer closures [32,33] for gas-solid flows.

A typical property of the proposed heat transfer models is that they were developed for
gas-solid flows in fluidized bed, fixed bed, or moving bed reactors. Under these conditions,
relative velocities and particle Reynolds numbers can reach high values, whereas the
relative velocities for pulverized particle clusters are around the slip velocity. In addition,
the resolved simulations focus on convective heat transfer and disregard radiative heat
transfer. Both aspects contradict the underlying physics of the heat-up of pulverized particle
jets [34–37], because (i) dense and dispersed jet regions exist, (ii) computational parcels can
be seen as particle agglomerates, (iii) which move with the fluid, and (iv) radiative heat
transfer is critical at combustion temperatures. Furthermore, the geometrical configuration
and the resulting cluster flow patterns might significantly differ from the resolved heat
transfer simulations of densely packed particle beds.

In order to obtain suitable heat transfer models for unresolved particle clusters, the
heat-up of a synthetic particle cluster is investigated using particle resolved direct numer-
ical simulations (DNS) (Section 3) and compare the results with common single particle
approximations, e.g., size, mass, surface area, or surface area and mass equivalent particles
(Section 4). A systematic approach is then used to derive convective heat transfer corre-
lations and a correction for the radiative heat transfer from a set of resolved steady-state
synthetic particle cluster simulations (Section 5). A short introduction of the heat transfer
equations employed for unresolved EL modeling is given in Section 2, before the synthetic
cluster and reference sphere simulations are presented.
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2. Heat Transfer Modeling in Lagrangian Parcels

Lagrangian approaches for pulverized particles typically assume isothermal particles
and lump them into computational parcels [10,11]. These parcels can be interpreted as
particle clusters and are described by a single reference particle. The Sauter diameter (d32)
is often used as the representative particle diameter, while temperature, composition, and
other properties are assumed to be identical for all particles in the cluster. The Sauter
diameter is defined as the diameter of a particle with the same volume to surface area ratio
as the poly-dispersed particles of Lagrangian parcels:

dP = d32 =
∑NP

i=0 VP,i

∑NP
i=0 AP,S,i

(1)

where dP, NP, VP, and AP,S are the representative particle diameter, the number of particles
in the cluster, and the volume and surface area of the i-th particle of the Lagrangian
parcel, respectively.

Representative conservation equations are solved for each parcel based on this average
single particle. Disregarding chemical heat sources and assuming gray radiation, the energy
conservation equation of a particle is given by [11]:

mP
deP
dt

= Q̇conv + Q̇rad = ∑
NP

hconv AP,S(T∞ − TP) + ∑
NP

εσAP,R

(
G
4σ
− T4

P

)
(2)

where mP, eP, t, Q̇conv, Q̇rad, hconv, AP,R, TP, T∞, ε, σ, and G are the parcel mass, the
specific parcel internal energy, the time, the integral convective and radiative heat flux, the
convective heat transfer coefficient, the projected particle surface, the bulk and particle
temperature, the particle emission coefficient, the Stefan-Boltzmann constant, and the
incident radiation, respectively. The particle surface and projected area are based on the
particle diameter (dP):

AP,S = d2
Pπ (3)

AP,R = d2
Pπ/4 (4)

Multiple correlations have been proposed in the literature to calculate the heat transfer co-
efficient between fluid and single particles [38,39]. The correlation proposed by Whitaker [40]
for the heat transfer coefficient is commonly used in Euler–Lagrange simulations:

hconv =
(

2 +
(

0.4 ReP
1/2 + 0.06 ReP

2/3
)

Pr0.4
) κ

dP
(5)

with κ, Pr, and ReP being the fluid thermal conductivity, the Prandtl number, and the
particle Reynolds number, respectively, where the last is defined as:

ReP =
dPUrel

ν
(6)

where Urel and ν are the relative velocity magnitude between fluid and particle and the
kinematic viscosity of the fluid, respectively.

The presence of the particles also affects radiation. The contribution of a parcel to
radiation can be expressed by the following source term [41,42]:

Ṡrad = aPG− 4εPσT4
P (7)

Assuming that the emissivity and absorptivity are equal, the particle emissivity coeffi-
cient is approximated by [43]:

εP = AP,RNPε (8)

These equations disregard any particle-particle interaction or other effects related to
the swarm behavior of particles. The same holds for the Lagrangian equation of motion
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and species conservation equations. This state-of-the-art EL modeling approach will be
used to validate the newly developed heat transfer models in Section 6.

3. Synthetic Particle Cluster

Synthetic particle clusters are used to reference the heat transfer in particle clusters.
Although particles agglomerate to randomly shaped clusters in turbulent flows [14,44,45],
a regular shaped cluster is used in the reference case. The cluster shape and size were
chosen in lieu of experimentally derived ones, while the individual particle size is based on
typical particle sizes in pulverized fuel combustion. The reference particle cluster consists
of 44 spherical particles, each with a diameter of 60 µm, and is of rhomboid shape with the
particle centers equally spaced. Figure 1 illustrates the particle array, while Figure 2 shows
a cross-section of one of the cluster’s main axes.

Figure 1. Synthetic rhomboid-shaped particle cluster with a void fraction (φ) of 0.741 (120 µm distance
between particle centers).
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Figure 2. Horizontal cross-section of the synthetic particle cluster. 2 × x is the distance between the
particle centers, which is varied to obtain clusters with different void fraction. Cuts through all Cartesian
axis planes look identical. The scaling factors of the simulation domain are a = 12, b = 3.75, c = 10.
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We vary the distance between the particle centers to evaluate the influence of void
fraction on the heat transfer. In addition, fluid velocities are varied to evaluate the effect of
the relative velocity or particle Reynolds number. Table 1 summarizes the variations of the
cluster reference cases.

Table 1. Reference cases for the particle cluster heat-up.

Case Urel ReP φ Distance 2 × x
id (m/s) (-) (-) (µm)

T1 0.5 0.29 0.552 100
T2 13 7.50 0.552 100
T3 0.5 0.29 0.741 120
T4 13 7.50 0.741 120
T5 0.5 0.29 0.935 190
T6 13 7.50 0.935 190

The cluster void fractions were calculated based on the rhomboid region spanned by
the six corner spheres’ centers as follows:

φ = 1− Vsolid
Vtot

= 1− 17.8251 d3
Pπ
6

36x3 (9)

The constant 17.8251 was graphically determined and represents the number of spheres
inside the rhomboid region.

We used the chtMultiRegionFoam solver of the open-source CFD toolbox OpenFOAM®

v7 [46] for the simulations of the heat-up of the particle clusters. chtMultiRegionFoam
couples fluid and solid regions explicitly in space and time. This approach is referred
to as loose coupling in the literature [47] and requires suitable time stepping and mesh
resolution [48]. The boundary conditions of the fluid are representative for the pulverized
particle jet entering the raceway zone of blast furnaces [21,49]. Temperatures were kept
constant at 2500 K, outlet pressure was set to 5 bar(a), while the inlet velocity was varied
according to Table 1. The initial particle clusters temperature is 400 K.

The velocities defined in Table 1 denote relative velocities since the particle cluster is
stationary in the simulations, while a constant gas-phase stream is introduced via the inlet.

All simulations were fully resolved (DNS) in space and time. Therefore, no turbulence
model was necessary for the simulations. The estimated Kolmogorov length scale for
the different cases is between 13 and 291 µm, while the Kolmogorov time scale varies
between 1.5 × 10−6 and 7.5 × 10−4 s for the investigated cases. The overall mean cell size
of the fluid grid is between 20 and 30 µm, with significant refinement near the particles.
The time step is of order 10−7 to 10−8 seconds for the 0.5 and 13 m/s relative velocities.
Therefore, the chosen mesh resolution and time step sizes suit DNS. The grid independence
of the cluster simulations is discussed in Appendix A.1. Thermal radiation is modeled
by the finite volume discrete ordinates model (fvDOM) [41] with 16 discrete rays (two
azimuthal angles in π/2 on X-Y plane and two polar angles in π between the Z and X-Y
plane). Gas-phase radiation contribution is approximated by grey mean absorption [50].
According to Narayanaswamy and Chen [51], Song et al. [52], near-field effects between
the solid particles can be disregarded for the investigated cases. The OpenFOAM® fvDOM
implementation has been validated in the literature [53–55], while the flow and convective
heat transfer is validated using single sphere simulations, which are given in Appendix A.1.

The imposed boundary conditions mimic an undisturbed flow field surrounding the
particles. A fixed value is set at the inlet patch and a zero gradient at the outlet patch, while
a slip condition is applied at the domain walls. Static pressure boundary conditions are set
to zero gradient except for the outlet patch, where a fixed value one is used. Temperature
boundary conditions are zero gradient for all patches except for the inlet patch, which is
set to fixed value. The gas-solid interface is modeled as a wall. No slip and zero gradient
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boundary conditions are applied for velocity and pressure. A coupled boundary condition
is for temperature used. This boundary condition couples the heat transfer between both
regions using diffusive, convective, and radiative heat fluxes. All patches are treated as
gray bodies having an emissivity of unity to simplify the evaluation of the heat fluxes.
Table 2 summarizes the boundary conditions.

Table 2. Summary of boundary conditions.

Patch U p T I

inlet fixed value zero gradient fixed value gray body
outlet zero gradient fixed value zero gradient gray body
wall slip zero gradient zero gradient gray body

gas-solid interface no slip zero gradient coupled gray body

The thermophysical properties of the GRI3.0 mechanism [56] are applied for the
gas phase species. Table 3 summarizes the gas phase composition and thermophysical
properties of the solid particles, which are assumed to be constant for simplicity.

Table 3. Gas-phase composition and thermophysical properties and solid thermophysical properties
used in the simulations.

Gas-Phase Composition (kg/kg)

H2O 0.01
N2 0.72
O2 0.27

Bulk Gas-Phase Thermophysical Properties

density (ρ) 0.69 kg m−3

specific heat capacity (cp) 1300 J kg−1K−1

thermal conductivity (κ) 0.133 W m−1K−1

dynamic viscosity (µ) 7.213× 10−5 Pa s

Solid Thermophysical Properties

density (ρ) 1100 kg m−3

emissivity (ε) 1
specific heat capacity (cp) 1660 J kg−1K−1

thermal conductivity (κ) 1.241 W m−1K−1

Figures 3 and 4 show the mean cluster temperatures versus the residence time for
the cases presented in Table 1. The red and blue curves correspond to cases with and
without radiative heat transfer coupling at the particle surface, while both cases consider
convective heat transfer at the particle surface. The shadings indicate the temperature range
spanned by the synthetic clusters’ minimum and maximum mean particle temperature.
Comparing the mean cluster temperature and the particle temperature variations shows
that intra-cluster temperature differences increase with higher relative velocities and reduce
with residence time.

In general, heat-up times, e.g., the time until the mean cluster temperature reaches
99% of the bulk gas phase temperature, correlate with the relative velocity and the cluster
void fraction. Higher void fraction and higher velocity reduce the heat-up time. Increasing
the void fraction exposes a more significant portion of the projected surface area to the
surroundings and allows higher radiative heat fluxes. Moreover, temperature variations
within the cluster tend to decrease with void fraction.
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Figure 3. Comparison of mean cluster temperature (solid) and range of individual particle tempera-
tures (shaded area) during the heat-up at 0.5 m/s relative velocity (ReP = 0.29), as defined in Table 1.
red ( ): convective and radiative region coupling; blue ( ): convective region coupling.
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Figure 4. Comparison of mean cluster temperature (solid) and range of individual particle tempera-
tures (shaded area) during the heat-up at 13 m/s relative velocity (ReP = 7.50), as defined in Table 1.
red ( ): convective and radiative region coupling; blue ( ): convective region coupling.
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Far-field radiative heat transfer significantly reduces the heat-up times and intra-
cluster temperature variations (compare blue ( ) and red ( ) graphs in Figures 3 and 4).
The additional radiative heat flux causes faster heat-up, while the flow independent radia-
tive heat flux can explain the decreasing temperature variations. These results are in line
with the findings of Haugen [12], Forgber and Radl [15].

In the subsequent section, the capabilities of commonly used representative particle
approaches are evaluated to reproduce the cluster heat-up characteristics.

4. Single Sphere Reference Cases

We define four representative particle diameters to evaluate suitable representative
diameters for the modeling of heat transfer between fluid and particle clusters in Euler–
Lagrange simulations:

• size equivalent case (SE)
• mass equivalent case (ME),
• surface area equivalent case (AE), and
• surface area and mass equivalent case (AME).

The case setup for these simulations is the same as for the cluster simulations (see
Table 2), except for the particle cluster being replaced by a single sphere varying in size for
the different approaches.

Figure 5 shows the generic geometry of the single sphere reference case. Both regions
were scaled according to the sphere size to ensure similar geometric constraints for all single
sphere cases. The grid independence of the single sphere mesh is discussed in Appendix A.2.

a·d

2b
·d

b
·d

d

c·d

U∞

Figure 5. Horizontal cross-section of the size equivalent sphere cases. Cuts through all Cartesian axis
planes look identical. The scaling factors of the simulation domain are a = 23, b = 8, c = 14.5.

Size Equivalent Sphere (SE)

The synthetic cluster used in Section 3 consists of 44 equally sized spherical particles.
Thus, the size equivalent particle is similar to the size of the particles in the cluster (60 µm).
The mean diameter or the Sauter diameter could be used for poly-dispersed clusters. For the
current cluster configuration, the Sauter diameter is equal to the size of the individual particle.

Mass Equivalent Sphere (ME)

The mass equivalent sphere approach uses a spherical particle with the same mass
as the particle cluster, resulting in a larger particle size than that of the individual cluster
particles. Assuming homogeneous density, the mass equivalent particle has a diameter of
211.8 µm, which is almost four times the size of the individual particles.

Surface Area Equivalent Sphere (AE)

The surface area equivalent approach defines the reference particle as a particle with
the same surface area as the cluster. Consequently, the reference particle is significantly
larger than the particles in the cluster. Assuming homogeneous density, the surface area



Processes 2022, 10, 238 9 of 29

equivalent particle has a diameter of 397.8 µm, which is more than six times the original
particle size.

Surface and Mass Equivalent Sphere (AME)

The surface area and mass equivalent case defines the representative particle as a par-
ticle having the same surface area and mass as the cluster. The particle size is equivalent to
the AE cases, but the particle density is reduced to 165.8 kg/m3 to ensure mass equivalence.

Table 4 summarizes the simulated reference particle cases and the corresponding
particle size, Reynolds number, and particle mass.

Table 4. Summary of single sphere reference cases.

Case Urel dP ReP m
id (m/s) (µm) (-) (kg)

SE1 0.5 60 0.29 1.24 × 10−10

SE2 13 60 7.50 1.24 × 10−10

ME1 0.5 211.8 1.02 5.47 × 10−9

ME2 13 211.8 26.46 5.47 × 10−9

AE1 0.5 397.8 1.91 3.63 × 10−8

AE2 13 397.8 49.70 3.63 × 10−8

AME1 0.5 397.8 1.91 5.47 × 10−9

AME2 13 397.8 49.70 5.47 × 10−9

Figure 6 compares the mean temperature profiles of the different representative spheres
and the synthetic clusters. The hatched area indicates the temperature profiles spanned
by the corresponding dense and dispersed clusters. Comparing the reference particle and
cluster temperature profiles reveals that the AME cases reproduce the cluster heat-up better
than the remaining reference particle cases. The SE cases over-predict the heat-up, while the
ME and AE cases under-predict it. In other words, the representative particle approaches
fail to predict particle temperatures and integral heat flux towards particle clusters.
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Figure 6. Comparison of cluster and equivalent sphere temperature profiles (a) 0.5 m/s (b) 13 m/s
relative velocity. Hatched areas represent cluster temperature profiles. SA, ME, AE, and AME are the
size, mass, surface area, and surface area and mass equivalent case, respectively.
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A comprehensive expression for the heat transfer between fluid and particle clusters
needs to account for particle size, cluster void fraction, and relative velocity or particle
Reynolds number. In the next section, a heat transfer model for the convective heat transfer
and a correction function for the projected surface area participating in radiation is derived.

5. Cluster Heat Transfer Models

A simulative approach is used to obtain the integral heat fluxes between the fluid or
the surroundings and the synthetic particle cluster because such data is not accessible via
experiments. Subsequently, the integral heat flux is referred to as heat flux for simplicity.
Table 5 summarizes the cluster void fractions and relative velocities used to derive the
heat transfer model. The used physical parameter range comprises Reynolds numbers
between 0.3 and 14.4 and cluster void fractions between 0.477 and 0.999 (or or solid loading
ratios between 1 and 1737). The same computational grid and settings as in Section 3 are
used, except that fixed particle surface temperatures (2450 K) and a steady-state simulation
approach are used. These simplifications enable a simpler evaluation of the integral heat
fluxes. The steady-state simulations were stopped after the drag force and heat transfer
rates converged to a steady value.

Table 5. Summary of particle cluster variations.

Case Urel ReP φ Solid Loading Distance 2 × x
id (m/s) (-) (-) Ratio (-) (µm)

ST1–ST5 0.5, 1, 5, 0.29, 0.58, 2.88, 0.477 1737 9513, 25 7.5, 14.42

ST6–ST10 0.5, 1, 5, 0.29, 0.58, 2.88, 0.552 1288 10013, 25 7.5, 14.42

ST11–ST15 0.5, 1, 5, 0.29, 0.58, 2.88, 0.663 805 11013, 25 7.5, 14.42

ST16–ST20 0.5, 1, 5, 0.29, 0.58, 2.88, 0.741 556 12013, 25 7.5, 14.42

ST21–ST25 0.5, 1, 5, 0.29, 0.58, 2.88, 0.796 407 13013, 25 7.5, 14.42

ST26–ST30 0.5, 1, 5, 0.29, 0.58, 2.88, 0.867 243 15013, 25 7.5, 14.42

ST31–ST35 0.5, 1, 5, 0.29, 0.58, 2.88, 0.909 159 17013, 25 7.5, 14.42

ST36–ST40 0.5, 1, 5, 0.29, 0.58, 2.88, 0.935 111 19013, 25 7.5, 14.42

ST41–ST45 0.5, 1, 5, 0.29, 0.58, 2.88, 0.969 51 24313, 25 7.5, 14.42

ST46–ST50 0.5, 1, 5, 0.29, 0.58, 2.88, 0.994 10 41513, 25 7.5, 14.42

ST51–ST55 0.5, 1, 5, 0.29, 0.58, 2.88, 0.997 5 52313, 25 7.5, 14.42

ST56–ST60 0.5, 1, 5, 0.29, 0.58, 2.88, 0.999 1 89213, 25 7.5, 14.42

ST61–ST65 0.5, 1, 5, 0.29, 0.58, 2.88, 1 - -13, 25 7.5, 14.42
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The total heat flux is split into convective and radiative heat flux for the model fitting
procedure to derive a correction for the projected surface area participating in radiation and
convective heat transfer models. Figures 7 and 8 compare the steady-state heat fluxes for the
cases given in Table 5 versus the cluster void fraction and particle Reynolds number. One
can see that the radiative heat flux solely depends on the cluster void fraction, while the
convective one is a function of void fraction and Reynolds number. These results confirm that
the shading effects of the outer particles reduce the radiative heat transfer towards particle
clusters. The convective heat transfer depends on the peculiarity of the bulk flow penetration
towards the inner particles of the cluster, which is characterized by the gas-cluster relative
velocity, cluster void fraction, and the fluid temperatures inside the cluster.
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Figure 7. Comparison of specific radiative (a) and convective (b) integral heat flux towards the
particle cluster versus the cluster void fraction for different particle Reynolds numbers (ReP).
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particle cluster versus the particle Reynolds number for different void fractions (φ).
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Two different model types are developed based on these observations: (i) a correction
for the projected cluster surface area participating in the radiative heat transfer and (ii) a
convective heat transfer model taking into account the cluster void fraction and relative
velocity. The radiative heat transfer correction reduces the heat flux toward the particle
cluster but lacks a back coupling on radiation. In addition, such a model cannot be derived
from the conducted particle-resolved simulations. One approach to account for these effects
could be the expression for a void fraction dependent cluster emissivity coefficient [43]:

ε = a = 1− exp
(
−3 (1− φ)ε

2φdP
· Lm

)
(10)

where Lm is the mean beam length, which must be determined from the particle cluster
properties. However, deriving a radiation attenuation model is out of the scope of this work.

A common approach to developing convective heat transfer models is based on the
fundamental connection between drag and convective heat transfer [57,58]. Determining
Nusselt number correlations based on this observation is referred to as the Lévêque ap-
proach. Given that the drag coefficients need to be calculated in Lagrangian simulations
in any case, two correlations for the convective heat transfer are derived: (i) one based on
multiple linear regression (MLR) [59,60] and (ii) one based on the Lévêque approach. The
developed heat transfer correlations can be employed in Euler–Lagrange simulations using
the SE approach to account for particle clustering in heat transfer.

5.1. Projected Surface Area Correction

The radiative heat flux correlates with the cluster void fraction and can be approxi-
mated by:

Q̇rad,C = εσAC,R

(
T4

∞ − T4
P

)
= εσ f (φ)NP AP,R

(
T4

∞ − T4
P

)
(11)

where Q̇rad,C, AC,R, and f (φ) are the specific radiative cluster heat flux, the external, illuminated
cluster surface area, and a correction function based on the cluster void fraction, respectively.
The correction function is the ratio of NP · AP,R to AC,R which is equivalent to the ratio of the
heat flux towards the cluster (Q̇rad,C) and heat flux towards a single particle (Q̇rad,P):

f (φ) =
Q̇rad,C(φ)

NP · Q̇rad,P
≈ Q̇rad,C(φ)

NPεσAP,R
(
T4

∞ − T4
P
) (12)

AP,R is calculated using the single sphere diameter equal to the Sauter diameter for
this case.

The correction function (Equation (12)) is bounded for φ→ 1 to unity and approaches
an asymptotic value for φ→ 0. Assuming that the cluster is of perfect spherical shape for
φ → 0, the asymptotic value is given by N−1/3

P , which is equal to 0.283 for the synthetic
cluster with 44 particles. Taking into account these bounds and the shape given in Figure 7a,
the correction function should be of exponential form. The correction function and its
coefficient of determination (R2) are given as:

f (φ) = 0.445 + 1.09 · 10−3 · exp(6.23 · φ)
R2 = 0.993

(13)

Figure 9a compares the correlation given by Equation (13) and the f (φ) values de-
termined from the simulations. The correction expression complies with the lower and
upper bounds. The asymptotic correction value is approximately double the theoretical one
because of the higher surface area caused by the cluster geometry. In general, the correction
function depends on the void fraction, the cluster shape, the number of particles, and the
particle shape. Therefore, the correlation might not apply to other cluster and particle
shapes. Figure 9b shows residuals of Equation (13) compared to the simulated data. The
residuals are defined as:
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r = 1− Ψeqn

Ψsim
(14)

where Ψeqn and Ψsim are the values obtained predicted by the correlation and the values
extracted from the simulations. Deviations of up to 5% appear for the projected surface
are correction and the correlation over-predicts the simulation data at low and high void
fractions. At the same time, it under-predicts them around φ = 0.7.

0.4 0.6 0.8 1.0
0.4

0.6

0.8

1.0

c
o
rr
e
c
ti
o
n

fu
n
c
ti
o
n

f(
φ
)
(-
)

a)

0.4 0.6 0.8 1
−10

−5

0

5

10

void fraction (-)

re
si
d
u
a
l
(%

)

b)

Figure 9. Comparison (a) of the radiation correction function ( ) given by Equation (13) and simulation
data ( ). The relative errors of Equation (13) compared to CFD-simulated data is presented in (b).

5.2. Convective Heat Transfer Model

The specific convective heat flux evaluation towards the particle cluster confirmed
that the relative velocity or ReP and the cluster void fraction (φ) affect the convective
heat transfer. A Nusselt correlation is determined using a multiple linear regression
approach [59,60] and the Lévêque approach [57,58].

5.2.1. Multiple Linear Regression Approach (MLR)

The Nusselt number (NuP) is determined from the simulated heat fluxes and the
cluster parameters using the general definition of the heat transfer coefficient:

hconv =
Q̇conv,C

NP AP,S(T∞ − TP)
=

Q̇conv,C

NP d2
P π(T∞ − TP)

=
NuP κ

dP
(15)

with κ being the thermal conductivity of the fluid; the bulk gas phase properties are given
in Table 3. Based on the convective heat flux dependence on the void fraction (φ) and
ReP, the functional expression for NuP should include a void fraction dependent offset
to account for the stagnant case, while additional exponential or power-law terms are
required for the φ and ReP relationship. Additional cross-correlation functions might also
be required to ensure a proper fit, given that the regression function depends on two
independent variables [59,60]. Equation (16) gives the best fit, functional expression. The
cross-correlation functions for void fraction and ReP are of potential and exponential form,
respectively. The correlation and the coefficient of determination are given by:

NuP,MLR = 1.11 · φ220.1 + 0.285 · ReP
0.257 + 0.078 · ReP

0.294 · φ10.3

· exp
(

ReP
0.294

)
· exp

(
φ1.11

)
R2 = 0.984

(16)
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The particle Reynolds number and the Nusselt number are based on the bulk fluid
properties and the representative particle diameter (Equation (6)). Figure 10a,b compare
the Nusselt correlation and the simulation-based Nusselt numbers. The expression shows
asymptotic behavior for φ→ 0, which is reasonable and increases exponentially for φ→ 1.
The upper boundary for φ = 1 should be the single sphere Nusselt number. According to
Whitaker [40], the Nusselt number of a single sphere in a stagnant fluid equals two. This
limit is not ensured by the current expression for ReP → 0 and φ→ 1. A drawback of the
expression is its boundlessness for ReP → ∞.

The residuals given in Figure 10c indicate a good fit of Equation (16), especially for
ReP > 10; there, the deviation is below 10%, except for ST55. In the limit of ReP → 0, the
deviations are the highest.
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Figure 10. Comparison of Nusselt number correlation ( ) Equation (16) with simulation data
( ) versus the cluster void fraction (a) and particle Reynolds number (b). The relative errors of
Equation (16) compared to CFD-simulated data are presented in (c).

5.2.2. Lévêque Approach (GLE)

An alternative way to calculate the convective heat transfer coefficient is to use pressure
drop and heat transfer analogy. This analogy is described by the generalized Lévêque
Equation (GLE) [58]:

NuP,GLE

Pr1/3 = 0.404
(

ξ f ReP
2 dh

L

)1/3
(17)

where dh, L, ξ f and Pr are the hydraulic diameter, the length in flow direction, the drag
coefficient due to fluid friction, and the Prandtl number. The latter is defined as:
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ξ f = x f ξ =
Ff

ρ
2 U2 A

(18)

where ξ is the drag coefficient, x f is the share of the drag coefficient due to fluid friction, Ff

sums the surface forces due to fluid friction, ρU2/2 is the stagnation pressure, and A is the
reference area.

In this study, the single particle diameter is the reference diameter (dh = dP) and the
total cluster cross-section is the reference area (A = 44d2

Pπ/4). According to Martin [61],
the ratio of the hydraulic diameter dh to the length L in the GLE for packed beds can be
calculated as a function of the void fraction according to dh/L = 2/3 φ/(1− φ)2/3. The
hydraulic diameter for packed beds can be defined as dh = 2/3 dP φ/(1− φ). For a single
sphere, dh/L is equal to unity, and the hydraulic diameter is equal to the particle diameter
dh = dP. The simulated clusters in this work range from void fractions comparable to
packed beds (φ = 0.477) to a single sphere (φ→ 1). The ratio dh/L used in this study was
calculated from Equation (17) and is given by Equation (19) as a function of Re and φ. The
comparison of simulated and fitted dh/L and the relative deviations are shown in Figure 11.
The relative error is <40% in most cases. The deviation of the simulated dh/L values from
the just mentioned extreme cases (packed bed and single sphere) could be interpreted as the
influence of Re on effective cross-sectional area A of the clusters. Because of the singularity
of the first term on the right-hand side of Equation (19) for φ→ 1, the correlation fails to
predict dh/L for the single sphere cases (ST61–ST65).
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Figure 11. Comparison of dh/L correlation given by Equation (19) ( ) with simulation data ( ) and
dh = 2/3φ/(1− φ)2/3 [61] ( ) versus the cluster void fraction (a) and particle Reynolds number
(b). The relative errors of Equation (19) compared to CFD-simulated data is presented in (c).
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dh
L

=
0.089

(1− φ)0.538Re0.655
P

+ 0.402 φ37.031 · exp
(

ReP
0.15
)

R2 = 0.9961

(19)

The cluster simulations showed that assuming a constant value of x f = 2/3 is a
reasonable assumption in all simulated cases. The maximum relative deviation from
x f = 2/3 is 21% for case ST5. The value of x f = 2/3 is enforced by Stokes law (ReP � 1) for
spheres [61].

Drag Coefficient

The drag coefficient ξ for the different particle clusters is calculated from Equation (18).
The correlation for ξ and the coefficient of determination are given by Equation (20).
Figure 12 shows the drag coefficient ξ as a function of the particle Reynolds number ReP
and the cluster void fraction φ. The relative error is shown in Figure 12c. The highest
relative error (32.6%) appears for case ST25, while deviations are <30% in all other cases.
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Figure 12. Comparison of drag coefficient correlation given by Equation (20) ( ) with simulation
data ( ) and the drag coefficient according to Brauer [62] ( ) versus the cluster void fraction (a) and
particle Reynolds number (b). The relative errors of Equation (20) compared to CFD-simulated data
is presented in (c).
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ξ = 1.674 φ2 +
30.361

(2Re + φ2)(25(1− φ))1/2 + Re

R2 = 0.9965
(20)

Nusselt Number

Figure 13 compares the Nusselt correlation based on the GLE approach and the
simulation-based Nusselt numbers to Nu calculated from Equation (5). Using Equation (17)
combined with Equations (19) and (20), and assuming x f = 2/3, the deviation of NuP,GLE
from NuP is ±25%, except for case ST43 and ST60. Here the relative errors are 30.1% and
28%, respectively, (Figure 13c). Equation (17) fails to fulfill the single sphere case because of
the singularity for φ→ 1 of the first term on the right-hand side of Equation (19).

0.4 0.6 0.8 1
0

1

2

3

4

5

ReP

void fraction (-)

N
u
ss
e
lt

n
u
m
b
e
r
(-
)

a)

ReP=0.29 ReP=0.58 ReP=2.88

ReP=7.50 ReP=14.42

0 5 10 15
0

1

2

3

4

5
φ

N
u
ss
e
lt

n
u
m
b
e
r
(-
)

b)

0 5 10 15

−30

−20

−10

0

particle Reynolds number (-)

R
e
si
d
u
a
l
(%

)

c)

φ=0.48 φ=0.55 φ=0.66 φ=0.74

φ=0.80 φ=0.87 φ=0.91 φ=0.94

φ=0.97 φ=0.994 φ=0.997 φ=0.999

φ=1.0

Figure 13. Comparison of Nusselt number calculated using Equations (17) and (20), x f = 2/3 and
Equation (19) ( ) with values determined from simulations ( ) and Equation (5) ( ) versus the
cluster void fraction (a) and particle Reynolds number (b). The relative errors of Equation (17)
compared to CFD-simulated data is presented in (c).

5.3. Comparison with Random Cluster Simulations

As particles in turbulent flows tend to agglomerate to randomly shaped clusters [14,44,45],
the above derived correlations are compared with simulation results of random particle clus-
ters (random in particle size and in particle position). Four different random particle clusters
(R1-R4) with a void fraction of φ = 0.935, consisting of 44 particles with a particle size dis-
tribution (PSD) according to the Weibull distribution [63,64], were created. The probability
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density function of the Weibull distribution is given in Equation (22), where x is the distributed
parameter. The particle diameters were determined for a shape parameter of k = 1.14 and
a scale parameter of λ = 120 µm. Simulations were carried out for conditions described in
Section 5. The results were evaluated for the actual cluster cross-section area, the surface area,
and the mean particle diameter. Here the mean particle diameter was determined for each
individual cluster ( in Figure 14) and from the first moment of the PSD: x̄ =

∫ xmax
xmin

x q(x)dx
( in Figure 14).

Figure 14a compares the projected area correction function (Equation (13)) with the
projected surface area extracted from the R1-R4 cases. The reference radiative heat flux
(single particle) is approximated for the random clusters by:

Q̇rad,re f = εσAP,R

(
T4

∞ − T4
P

)
(21)

0 10 20 30
0.5

0.7

0.9

1.1

1.3

+50 %

+100 %

-50 %

c
o
rr

e
c
ti

o
n

fu
n
c
ti

o
n

f(
φ

)
(-

)

(a)

0 10 20 30
0

0.5

1

1.5

2

2.5

+20 %

-20 %

N
u
ss

e
lt

n
u
m

b
e
r

(-
)

(b)

0 10 20 30
0

2

4

6

8

10

+30 %

-30 %

d
ra

g
c
o
e
ffi

c
ie

n
t
ξ

(-
)

(c)

0 10 20 30
0

0.2

0.4

0.6

0.8

1

+40 %

-40 %

particle Reynolds number (-)

d
h
/
L

(-
)

(d)

R1, 126.5 µm R2, 92 µm R3, 98.2 µm R4, 106.2 µm

R1, 114.5 µm R2, 114.5 µm R3, 114.5 µm R4, 114.5 µm

Figure 14. Comparison of (a) the projected surface area correction calculated using Equation (13)
( ) (b) the Nusselt number calculated using Equation (16) ( ) and Equation (17) ( ), (c) the drag
coefficient according to Equation (20) ( ), and (d) dh/L calculated using Equation (19) ( ) with
values determined from simulations ( ) versus the cluster particle Reynolds number.

The simulations deviate from the correlation by up to ±50% for the cluster mean
particle diameter, while the statistical mean diameter deviate up to ±100%. The statistical
mean diameter falsifies the comparison because of a wrong reference heat flux. The higher
values of the mean diameter cases clearly indicate a bias of the regular synthetic cluster
arrangement, which maximizes the shading effects. Furthermore, the correction values
reveal an additional dependence on the particle size, which was disregarded in this work.
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Per definition, the surface area correction function is unity for a single particle or a
void fraction of unity. The determined values above unity are most likely caused by the
reference radiative heat flux approximation.

A comparison of the simulated and calculated Nusselt number, drag coefficient, and
dh/L ratio is presented in Figure 14b–d, respectively. A good agreement of correlations and
simulations is found. When using the individual mean particle diameter for calculations,
most results are within the bounds of the respective correlation. Deviations are higher
when using the statistical mean particle diameter. The results suggest that the derived
correlations can also be used for random particle clusters if the void fraction and the mean
particle diameter are known.

q(x) =
k
λ

( x
λ

)k−1
· exp

(
−
( x

λ

)k
)

(22)

5.4. Comparison of Nusselt Correlations from Literature

Various Nusselt number correlations for dense gas-solid flows have been proposed in
the literature. Gnielinski [32] corrected the Nusselt number by a linear function of the void
fraction to correctly predict the heat transfer in packed beds:

NuGnielinski =

√
2 +−Nulam

2 + Nuturb
2 · (1 + 1.5 (1− φ)) (23)

Nulam = 0.664

√
ReP

φ
Pr1/3 (24)

Nuturb =

[
0.037

(
ReP

φ

)0.8
Pr

]
/

[
1 + 2.443

(
ReP

φ

)−0.1(
Pr2/3 − 1

)]
(25)

In a review of heat transfer in packed beds, Achenbach [33] suggested an alternative
correlation for the heat transfer:

NuAchenbach =

[(
1.18 ReP

0.58
)4

+

(
0.23

(
ReP

1− φ

)0.75
)4
0.25

(26)

The new correlation predicts significantly lower heat transfer rates than the Gnielinski [32]
correlation at low ReP.

A well know correlation for heat transfer in packed beds was derived by Gunn [65]:

NuGunn =
(

7− 10φ + 5φ2
)(

1 + 0.7 ReP
0.2Pr1/3

)
+
(

1.33− 2.4φ + 1.2φ2
)

ReP
0.7Pr1/3 (27)

Among others, Deen et al. [66] and Sun et al. [24] have proposed modified versions of
the Gunn correlation based on DNS simulation data.

Sun et al. [24] also proposed a scaling function for the Nusselt number to provide
consistent heat transfer rates for unresolved EL simulations:

Nucons
Sun =Nu

[
1− 1.6φ(1− φ)− 3(1− φ)φ4· exp

(
−ReP

0.4(1− φ)
)]−1

(28)

Thiam et al. [29] proved that this scaling function can relate bulk fluid temperatuers and
mean fluid temperatures in the packing and improve the heat transfer in gas-solid flows.

Municchi and Radl [25] proposed a Nusselt number correlation for poly-dispersed
packings from resolved CFD-DEM simulations based on the GLE approach. The correlation
for the mono-dispersed case is given by:

NuMunicchi = (12.2 + 0.312 Fi,corr) Pr1/3 (29)

Fii,corr = −0.122 + 1.18 FiB + 0.00352 FiB
2 (30)
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FiB =
[
φ + (1− φ) + 0.064 φ3

]
· Fm

iB (31)

Fm
iB =

10(1− φ)

φ2 + φ2
(

1 + 1.5 (1− φ)0.5
)

+
0.413 ReP

24 φ2

[
φ−1 + 3φ(1− φ) + 8.4 ReP

−0.343

1 + 103−3φ ReP
−0.5+2 (1−φ)

] (32)

Figure 15 compares the Nusselt number correlations from the literature with the ones
derived in this work versus φ (a) and ReP (b). The correlations from the literature give the
same trends: the heat transfer decreases at higher void fractions but increases at higher
relative velocity or ReP. The correlation of Achenbach [33] is an exception to this trend and
gives increasing heat transfer rates at high void fractions. In general, the correlation of
Municchi and Radl [25] gives the highest heat transfer rates at φ < 0.7, while the correlation
by Achenbach [33] gives the lowest rates in this region.
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Figure 15. Comparison of various Nusselt number correlations from the literature (Achenbach
[33] ( ), Gnielinski [32] ( ), Gunn [65] ( ), Sun et al. [24] ( ), Municchi and Radl [25] ( ))
with the multiple linear regression (MLE) of Equation 16 ( ) and the Lévêque (GLE) of Equations
(17)–(19) ( ) correlations versus void fraction (a) and particle Reynolds number (b). Red: (a) lower
ReP, (b) lower void fraction; Blue: (a) higher ReP, (b) higher void fraction.

The correlations proposed in this work show similar trends concerning void fraction as
the Achenbach [33] correlation but are in line with the other correlations from the literature
for ReP dependency. Furthermore, the new models tend to predict significantly lower heat
transfer rates than the well-established models. This behavior is clearly a consequence
of the conceptual differences in the heat transfer characteristics in fixed beds or dense
gas-solid flows compared to small particles in dispersed clusters. Considering a particle
cluster in turbulent flow, the heat flux towards the central particles is lower if the particles
are closely packed because the particles at the cluster surface shield and shadow them.
Besides reduced radiative heat flux, the fluid flow field around particles is different for
dense agglomerates than dispersed clusters. These differences reduce the fluid flow rates
and, consequently, the heat flux towards the cluster center.

Achenbach [33] took heat transfer measurements for ReP > 500 and mass transfer
measurements for the low ReP region to fit the heat transfer correlation. The different
characteristics of their results might be caused by the measurement setup, which is based
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on single representative spheres inside a random packing from which mean or average heat
transfer rates were extrapolated. This can be interpreted similarly to our synthetic cluster
simulations and explains the heat flux increase at increasing void fraction. In contrast, the
other heat transfer models give decreasing fluxes at higher void fractions.

6. Euler–Lagrangian Validation Simulations

The developed heat transfer models are verified by simulating cases T1–T6 from
Table 1 with the unresolved EL approach. The radiation correction and convective heat
transfer models are tested independently to ensure both works as expected. First, the
radiative heat transfer is neglected to evaluate the convective heat transfer models. In a
second step, radiation is added to evaluate the radiative heat transfer prediction.

The Lagrangian case setup consists of a square channel segment with the Lagrangian
parcel consisting of 44 particles of 60 µm in the center. Apart from the box size, all
settings are identical to those used in the transient cluster simulations (see Section 3).
The transient heat-up is also simulated using the SE and AME representative particle
approaches employing the Whitaker [40] heat transfer model for comparison.

6.1. Convective Heat Transfer Model Validation

Figure 16 compares the mean cluster temperature profiles of the resolved and La-
grangian cluster simulations neglecting radiation. The newly developed convective heat
transfer models (Equations (16)–(19)) under-estimate the heat transfer towards the cluster at
lower cluster void fraction, e.g., cases T1 and T3 (Figure 16a), while the temperature profiles
are similar for the resolved and unresolved T5 case. The MLR correlation gives slightly
lower temperatures than the resolved and GLE simulations. The reference temperature
profiles (black) indicate a significant over-estimation of the integral heat flux towards the
particle cluster. Temperatures are within ±100 K for both cluster heat transfer models for
the higher relative velocity (Figure 16b). Furthermore, the deviation of the reference cases
to the resolved cases is notably lower for the higher relative velocity than the lower one.
These results can be explained by the residuals of the NuP correlations, which are generally
higher for low ReP and high φ.
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Figure 16. Comparison of resolved cluster mean temperatures ( ) and Lagrangian parcel tem-
peratures using the multiple linear regression (MLR) ( ) and the Lévêque (GLE) ( ) Nusselt
correlation for relative velocities of 0.5 m/s (a) and 13 m/s (b). Size equivalent ( ) and surface and
mass equivalent ( ) reference cases use the Whitaker heat transfer model.
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Differences of up to 100 K exist between the MLR and the GLE Nusselt correlation
for the cases T1, T2, T5, and T6. The the GLE Nussel correlation simulations tend to give
better results for the mean cluster temperatures. However, both convective heat transfer
correlations significantly improve the predicted heat-up characteristics compared to the SE
and AME reference cases using the Whitaker heat transfer model.

6.2. Projected Surface Area Correction Validation

Figure 17 compares the resolved and unresolved temperature profiles of T1–T6, includ-
ing radiative heat transfer. The correction for the projected surface area (Equation (13)) is
combined with the convective heat transfer correlations of the previous section. In general,
the EL simulations preserve the trends observed for the pure convective heat transfer pre-
sented in Section 6.1. The mean temperatures are well predicted by the proposed convective
heat transfer models combined with the surface area correction for all cases.

The unresolved reference cases provide better approximated the mean cluster tempera-
ture when radiation is considered. The AME case reasonably predicts the cluster heat-up of
dispersed clusters (T5 and T6). Nevertheless, the heat-up characteristic is significantly im-
proved by the proposed heat transfer correlations compared to the single sphere reference
cases, especially at low cluster void fraction.
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Figure 17. Comparison of resolved cluster mean temperatures ( ) and Lagrangian parcel tempera-
tures using the radiative heat transfer correction and the Nusselt correlation ( ) and the Lévêque
approach ( ) for relative velocities of 0.5 m/s (a) and 13 m/s (b). Size equivalent ( ) and surface
and mass equivalent ( ) reference cases use the Whitaker heat transfer model.

7. Summary and Conclusions

The heat transfer between a synthetic particle cluster and the surrounding fluid has
been studied in this work using particle-resolved CFD simulations. This setup is critical
when modeling heat transfer between fines, e.g., dust or pulverized fuels, injected into
furnaces. The results demonstrate that the integral heat flux between the particle cluster
and surroundings is highly dependent on the cluster void fraction.

Reduction of external surface area and reduced flow penetration through the cluster are
responsible for the correlation between void fraction and integral heat flux. The simulation
results clearly show that dense clusters behave like larger, porous particles, while sparse
ones approach single particle characteristics. These effects must be considered in EL
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simulations to improve heat transfer predictions and related processes like thermochemical
conversion. Radiative heat transfer proved to correlate with the illuminated surface area,
which was used to determine a functional expression to correct the integral radiative heat
flux towards a cluster for the representative particle (Equation (13)). Two convective heat
transfer correlations, one based on a multiple linear regression (MLR) (Equation (16)) the
other based on the Lévêque approach (GLE) (Equations (17)–(19)), were determined from
the resolved particle simulations. The models were derived for Reynolds numbers between
0.3 and 14.4 and cluster void fractions between 0.477 and 0.999 ( or solid loading ratios
between 1 and 1737).

The derived heat transfer models and projected surface area correlation were cross-
checked on four random clusters consisting of 44 particles of non-uniform size and having a
void fraction of 0.935. The surface area correction function shows a clear bias of the chosen syn-
thetic cluster, which maximizes the shading compared to randomly structured clusters. Results
of the synthetic particle clusters can be interpreted as the lower heat flux limit for radiation
since radiation is more biased by geometrical constraints and the employed cluster maximizes
the shading effects. The convective heat transfer models are capable of predicting the heat
transfer reasonably for the random clusters. These results indicate that the new convective
heat transfer correlations are independent of cluster shape and particle locations and valid for
ReP < 30 and φ < 1. In addition, applying the newly developed heat transfer correlations in
EL simulations gave reasonable results compared to resolved cluster simulations.

It was shown that simulations using common representative particles fail to predict the
correct heat-up characteristics of clustered particles. The surface area and mass equivalent
(AME) approach can reproduce the cluster temperatures only for high void fractions. The
investigated size equivalent (SE) particle approach over-predicts the heating rates, while
the surface equivalent (AE) and mass equivalent (ME) approaches under-predict them.

Additional investigations should focus on a step-wise increase of complexity. The
next step should investigate the influence of the particle cluster properties, e.g., particle
number and locations and cluster shape, on the heat transfer. These investigations may
include truly random particle clusters and varying particle size distributions. Subsequently,
the interaction between multiple clusters should be evaluated, eventually considering a
realistic cluster system.

A drawback of the models is the utilization of the cluster void fraction. Developing a
model for the cluster void fraction is not within the scope of this work but one approach
can be to determine suitable correlations from experimental measurements in particle
image velocimetry (PIV) or particle tracking velocimetry (PTV), which determine particle
densities [67,68]. Alternative approaches might use resolved simulations to determine
correlations for the cluster void fraction [69].
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Symbols
The following abbreviations are used in this manuscript:

Latin Symbols
symbol unit description
A [m2] area
cp [Jkg−1K−1] specific heat capacity
d [m] diameter
d32 [m] Sauter diameter
e [Jkg−1] specific internal energy
Ff [N] drag force
f (φ) [-] radiation correction function
G [Wm−2] incident radiation
hconv [Wm−2K−1] convective heat transfer coefficient
I [Wm−2] radiative intensity
k [-] shape parameter of the Weibull distribution
L [m] length scale
m [kg] mass
Np [-] number of particles
Nu [-] Nusselt number
Pr [-] Prandtl number
Q̇ [W] integral heat flux
R [-] coefficient of determination
ReP [-] particle Reynolds number
t [s] time
U [ms−1] velocity
x [-] distribution parameter
x f [-] frictional drag force share

Greek Symbols
symbol unit description
ε [-] emissivity
κ [Wm−1K−1] thermal conductivity
λ [-] scale parameter of the Weibull distribution
µ [Pas] dynamic viscosity
ν [m2s−1] kinematic viscosity
φ [-] void fraction
ρ [kgm−3] density
σ [Wm−2K−4] Stefan-Boltzmann constant
ξ [-] drag coefficient
ξ f [-] drag coefficient due to fluid friction

Subscripts
symbol description
C cluster
conv convective
GLE Generalized Lévêque equation
h hydraulic
∞ bulk fluid
MLR multiple linear regression
P particle
R projected/illuminated
rad radiative
rel relative
S surface
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Appendix A. Grid Independence Study

The influence of the simulation domain size on drag and heat transfer has been
extensively studied in the literature [39,70–74]. These findings are used as initial guesses
for the subsequent evaluation of the domain size effects on the drag and heat transfer of
the synthetic cluster and reference sphere cases.

Appendix A.1. Synthetic Cluster

The required simulation domain size for the synthetic particle cluster simulations
was determined by comparing the overall drag coefficient for different domain sizes. The
domain size was varied according to Table A1. The variables a, b, and c of the domain size
correspond to the box dimensions of Figure 1. All simulations were carried out using the
synthetic cluster with X = 100 µm (φ = 0.552). First, the influence of the domain height
was investigated (cases 1 to 4). Based on the results, case 3 was then used to investigate
the influence of the domain length on the drag coefficient (cases 5 and 6). The simulation
domain size according to case 6 was used in all synthetic cluster simulations. The variables
a, b, and c of the domain size correspond to the dimensions of Figure 2.

Table A1. Domain size study of synthetic cluster cases.

Scaling Factors ReP = 2.058

id a b c ξsim
(-)

Error
(% of 4)

Error
(% of 6)

1 2.66 1.25 1.83 1.649 10.49 24.48
2 2.66 2.5 1.83 1.503 0.66 13.41
3 2.66 3.75 1.83 1.492 0.03 12.63
4 2.66 5 1.83 1.492 - 12.66
5 7 3.75 5.33 1.358 - 2.47
6 12 3.75 10 1.325 - -

The cell size dependence of the simulations was investigated by varying the cell size
by ±20% and evaluating the steady-state drag coefficient and Nusselt numbers. The base
mesh consists of roughly 4 mio. cells. The results of the grid independence study are given
in Table A2 and show that the chosen grid is reasonably well refined.

Table A2. Cell size study of synthetic cluster cases.

Cell Size ξsim
(-)

Deviation
(%)

NuP,sim
(-)

Deviation
(%)

−50% 2.2341 −0.62 0.3283 −0.43
−20% 2.2257 −0.25 0.3288 −0.58
base 2.2202 - 0.3269 -
+20% 2.2122 0.36 0.3250 0.58
+50% 2.2059 0.65 0.3242 0.83

Appendix A.2. Representative Particle

To determine a sufficient domain size, simulations with five different domain sizes at
different Reynolds numbers according to Table A3 have been carried out. The variables
a, b, and c of the domain size correspond to the dimensions of Figure 5. The simulated
drag coefficient was compared to the drag coefficient calculated as ξ = 27/Rep

0.8 and
ξ = 16.7/Rep

0.6 for Re = 2.058 and Re = 51.469, respectively, [75]. The simulated drag
coefficient is within 5% of the theoretical value for all cases. Based on the results presented in
Table A3, case 3 was selected for the single spheres reference simulation cases, considering
computational resources and accuracy.
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Table A3. Domain size study of reference particle cases.

Scaling Factors ReP = 2.058 ReP = 51.469

id a b c ξsim
(-)

Error
(% of 5)

ξth
(-)

ξsim
(-)

Error
(% of 5)

ξth
(-)

1 15 4 11 15.353 6.65

15.153

1.579 2.38

1.569
2 19 6 13 14.765 2.57 1.556 0.88
3 23 8 15 14.586 1.33 1.549 0.42
4 27 10 17 14.474 0.55 1.546 0.21
5 37 15 22 14.394 - 1.542 -

The cell size dependence of the simulations was investigated by varying the cell size of
the mesh. Steady-state drag coefficient and Nusselt numbers are compared with literature
values to assess the suitability of the mesh. The Whitaker Nusselt correlation (Equation (5))
is used for the heat transfer comparison. The base mesh consists of 60,000 cells. The
investigated mesh variations and the results of the grid independence study are given
in Table A4. The difference between the simulated drag coefficient and the theoretical
one is below 3% for any case. The deviations between simulated Nusselt number and the
Whitaker correlation are below 8%.

Table A4. Cell size study of reference particle cases for ReP = 51.469.

Cell Size ξsim
(-)

Deviation
(%)

ξth
(-)

Error
(%)

NuP,sim
(-)

Deviation
(%)

NuP,th
(-)

Error
(%)

−50% 1.530 1.21 1.567 2.51 5.687 −1.1 5.279 −7.72
−20% 1.545 0.24 1.567 1.55 5.639 −0.25 5.279 −6.82
base 1.548 - 1.567 1.31 5.625 - 5.279 −6.55
+20% 1.550 −0.11 1.567 1.21 5.618 0.12 5.279 −6.45
+100% 1.553 −0.28 1.567 1.04 5.612 0.23 5.279 −6.30
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