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ABSTRACT
Design and analysis of practical reactors utilizing solid feedstocks rely on reaction rate parameters that are typically generated in lab-scale
reactors. Evaluation of the reaction rate information often relies on assumptions of uniform temperature, velocity, and species distributions
in the reactor, in lieu of detailed measurements that provide local information. This assumption might be a source of substantial error,
since reactor designs can impose significant inhomogeneities, leading to data misinterpretation. Spatially resolved reactor simulations help
understand the key processes within the reactor and support the identification of severe variations of temperature, velocity, and species
distributions. In this work, Sandia’s pressurized entrained flow reactor is modeled to identify inhomogeneities in the reaction zone. Tracer
particles are tracked through the reactor to estimate the residence times and burnout ratio of introduced coal char particles in gasifying
environments. The results reveal a complex mixing environment for the cool gas and particles entering the reactor along the centerline and
the main high-speed hot gas reactor flow. Furthermore, the computational fluid dynamics (CFD) results show that flow asymmetries are
introduced through the use of a horizontal gas pre-heating section that connects to the vertical reactor tube. Computed particle temperatures
and residence times in the reactor differ substantially from the idealized plug flow conditions typically evoked in interpreting experimental
measurements. Furthermore, experimental measurements and CFD analysis of heat flow through porous refractory insulation suggest that
for the investigated conditions (1350 ○C, <20 atm), the thermal conductivity of the insulation does not increase substantially with increasing
pressure.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0005733., s

I. INTRODUCTION

Sandia National Labs has a long history of conducting mea-
surements on the ignition, combustion, and gasification of pulver-
ized coal and biomass particles entrained into hot oxidizing gas at
1 atm, using a combination of optical measurements and extractive
sampling.1–9 A pressurized entrained flow reactor (PEFR) was devel-
oped at Sandia for extending these studies into pressurized combus-
tion and gasification environments, due to the limited availability of
high-quality data under these conditions.

Detailed information about temperature, pressure, and species
distributions is necessary for extracting accurate chemical kinetic
parameters from experimental measurements.4,10–16 In many cases,
spatially homogeneous temperature and species distributions are
assumed for the model fitting procedure to simplify the regres-
sion methods. If strong heterogeneities exist in the reaction zone,
these simplified assumptions can be a significant source of error and
might produce misleading results. Using more sophisticated regres-
sion approaches reduces the introduced error but requires additional
process information as well as computational effort.15 Nonetheless,

Rev. Sci. Instrum. 91, 074103 (2020); doi: 10.1063/5.0005733 91, 074103-1

Published under license by AIP Publishing

https://scitation.org/journal/rsi
https://doi.org/10.1063/5.0005733
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0005733
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0005733&domain=pdf&date_stamp=2020-July-14
https://doi.org/10.1063/5.0005733
https://orcid.org/0000-0003-3412-2113
https://orcid.org/0000-0002-6490-5840
mailto:markus.boesenhofer@tuwien.ac.at
https://doi.org/10.1063/5.0005733


Review of
Scientific Instruments ARTICLE scitation.org/journal/rsi

in any case, having detailed knowledge of experimental equipment
is a key to fully understand the investigated processes.

Computational fluid dynamics (CFD) has proven to be a vital
tool for expanding the insight of existing equipment.17–20 There-
fore, in this study, detailed CFD simulation of the PEFR was per-
formed to understand the internal reactor heat transfer and flow
fields, followed by particle tracking through the PEFR’s reaction
zone. The reactive zone of the PEFR has previously been stud-
ied using CFD21 by assuming wall temperatures suitable to predict
the measured gas temperature profile. This is a common approach
when modeling lab-scale equipment.22–26 The approach presented
in this work differs from the previously published CFD study,
since besides the reactive zone, the pressurized vessel, the insula-
tion layers, and the heating elements are considered in the simula-
tion domain. As a result, the required boundary conditions are the
convective and radiative heat transfer from the vessel to the sur-
roundings and the surface temperatures of the heating elements.
The wall temperature of the reactive zone is subject to local vari-
ations caused by the heat transfer within the cavities surround-
ing it. This approach captures temperature variations in the reac-
tion zone and can help identify the cause (e.g., buoyancy-driven
convection cells).

Measured surface and internal reactor temperatures were used
to validate the simulation results. Although particle temperatures
and gas phase temperatures can now be measured, no such data
are currently available for model validation. A set of coal char
gasification results was modeled to identify particle flow and con-
version patterns in the PEFR using a non-coupled approach. In
order to quantify the effect of a non-uniform temperature in the
reaction zone, each experiment was also modeled with a uniform
temperature profile. By comparing the results of the different tem-
perature profiles, we examine the error introduced by assuming
ideal reactor states when interpreting particle conversion experi-
ments. Prior to the CFD analysis, a detailed reactor description is
given in Sec. II.

II. PEFR DESIGN
Sandia’s PEFR has been designed to study pressurized gasi-

fication and/or (oxy–fuel) combustion of solid fuels. The reactor
design allows a maximum operation temperature of 1400 ○C and
maximum operation pressure of 20 atm. The PEFR can be operated
under reducing or oxidizing conditions by using mixtures of carbon
dioxide, carbon monoxide, hydrocarbon fuels, hydrogen, nitrogen,
water vapor, and oxygen. In typical experiments, a dilute fuel par-
ticle stream (on the order of 1 g/min) is injected with nitrogen or
carbon dioxide as a carrier gas from the top of the reactor. The main
gas flow is preheated as it flows through a horizontal section. This
unusual “L-shaped” reactor design allowed the reactor to fit within
a single-story laboratory and also has the benefit of minimizing the
length of the solid fuel injection line required to convey the solid
fuel particle stream to the fuel injection point. A similar design has
been previously developed at Brigham Young University.27 Partially
reacted fuel particles and combustion gases can be extracted via a
water-cooled sampling probe at distinct axial reactor positions. Par-
ticles are rapidly quenched in the probe by nitrogen gas injection.
The sample analysis procedure consisted of chemical analysis of the

initial solid fuel sample and partially reacted solid particles that are
removed from the flow exiting the sample probe by a hot cyclone
with an approximate separation size cut of 15 μm. The ash-tracer
method is used to determine the mean particle conversion.24,28 Four-
way optical ports exist at five discrete positions along the reactor
although in the work described here, solid alumina rods blocked
the ports to minimize flow disturbances along the reactor. Figure 1
depicts a schematic reactor representation of the reactor and indi-
cates the locations where reactor temperatures and pressures are
measured.

The reactor has two heating zones: the horizontal preheat
zone and the vertical reactor zone. Each zone is controlled with
proportional-integral-differential (PID) feedback from a thermo-
couple (TC,preheat and TC,reactor), which is in contact with the SiC reac-
tor tube at the positions shown in Fig. 1. An additional thermocouple
is placed on the outside of the reactor tube at the location at which
solid fuel particles are introduced into the main flow (T1). Three
thermocouples are also located along the outer skin of the pressure
vessel. Thermal radiation dominates the heat transfer from the heat-
ing elements to the reactor surface within the cavities surrounding
the SiC reactor.

The outer regions of the pressure vessel are filled with sev-
eral concentric layers of solid, prefabricated refractory insulation
composed of high-purity alumina or alumina–silica blends. The
design of this reactor was based on previous experience at Sandia
in designing and operating similar high-temperature furnaces as

FIG. 1. Schematic reactor illustration. The dashed rectangles outline the heat
transfer cavities, while the shading between the cavities represents the insu-
lation “caps.” Surface temperatures were measured at the steel pipe surface
(Tsurf ), while the other temperatures were measured at the outer SiC reactor tube
surface (T).
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well as lessons learned from others in designing and operating sim-
ilar pressurized reactors.27,29–35 One common experience has been
that heat losses from the reactors at high pressures have exceeded
expectations and have often limited the operating envelope (p, T)
of the constructed reactors. To better understand this phenomenon,
a special insulation test vessel was constructed and used to inves-
tigate the insulation properties of high-temperature alumina-based
insulation at elevated temperatures and pressures, as detailed in
Appendix A of this paper. The results of this investigation con-
firmed the suspicion, expressed in some of these earlier publications,
that buoyancy-driven convection cells are a major mechanism for
the observed strongly enhanced heat loss at elevated pressures. To
mitigate the impact of such convection cells, in the open space sur-
rounding the vertical heating elements, horizontal insulation “caps”
(discs of refractory material with minimal space between the refrac-
tory and the heating elements) were installed at two positions along
the main vertical reactor at positions corresponding to “dead zones”
in the radiant heating elements. This arrangement limited the verti-
cal spaces in which convective cells would be able to freely move gas
around the heating elements.

III. REACTOR SIMULATIONS
A. CFD reactor model

Measurements of the temperature distribution within the PEFR
are limited to temperatures of the SiC reactor tube and surface tem-
peratures of the pressurized steel pipe. This is insufficient to prove or
disprove temperature and velocity uniformity. One approach to get
a better understanding of the operational characteristics of the PEFR
is to conduct a CFD study. Accurate predictions require proper
knowledge of thermo-physical properties of the refractory materi-
als as well as boundary conditions representing the correct physical
situation. Available manufacturer’s data for thermal conductivities
of the refractory insulation materials are measured at 1 atm pres-
sure. These refractory materials are highly porous, and their overall
thermal conductivity is influenced by a complex interaction of con-
duction through the solid and gas phases, free convection of the
gas in pores, and thermal radiation, with different mechanisms hav-
ing relative dominance depending on the core material, its porosity
and pore size distribution, and the relevant temperature and pres-
sure.36–38 In particular, while it is known that increased pressure
increases the thermal conductivity, almost all reported studies have
involved pressures of no more than 1 atm, so it is unclear how signif-
icant will be the changes in the thermal conductivity of the refractory
material used in the PEFR over the investigated pressure range of 1
atm–8 atm.

To better understand the influence of elevated pressures on the
thermal conductivity of the insulation materials, the materials were
tested at elevated pressures in a more idealized geometry. A cylin-
drical vessel was pressurized with argon and heated to 1623 K at
1 atm and 20 atm pressures. Thermal heat-flux analysis has been
applied to investigate thermal conductivities. These thermal conduc-
tivity experiments have been modeled prior to the full reactor setup
to ensure the usage of reasonable thermo-physical properties in the
reactor simulations. The results indicate that the changes in ther-
mal conductivity of the employed refractory material are negligible

at pressures up to 20 atm. Appendix A discusses these simulations in
more detail.

Appendix B summarizes the employed polynomial expressions
for the thermophysical properties of the solid refractories in the
PEFR. The fluid properties are based on the NASA polynomials of
the GRI3.0 mechanism.39

The CFD simulations employed the multi-region conjugated
heat transfer solver chtMultiRegionFoam, which is part of the open-
source CFD toolbox OpenFOAM®.40 chtMultiRegionFoam couples
multiple solid and fluid regions explicitly by sequentially solving for
each region. This means that quantities of mixed (current and pre-
vious) time steps are taken for the coupling depending on the region
sequence. This is referred to as loose coupling.41 The solver sup-
ports thermal radiation and accounts for buoyancy effects in fluid
phases. The fluid solver in chtMultiRegionFoam solves the Reynolds
Averaged Navier–Stokes (RANS) equations and the sensible energy
equation based on either internal energy or enthalpy using the SIM-
PLE algorithm. The k-ω-SST turbulence model42 was used in the
current study to account for the turbulent regions of the predom-
inant laminar flow within the reactor. Radiation is modeled using
the discrete ordinates method. Gas phase adsorption/emission is
modeled by assuming gray mean absorption.43 The solid solver
solely solves for the sensible energy based on internal energy
or enthalpy.

The simulation setup consists of multiple coupled solid and
fluid zones (i.e., steel pipe, refractory material, SiC reactor, flow-
straightener, fuel injection lance, lance insulation, probe insulation,
cavities surrounding the reactor, and reactive fluid zone). Thermal
coupling is accomplished by mixed boundary conditions, ensur-
ing proper diffusive, convective, and radiative heat transfer between
the regions. The fluid zones are assumed to be separate closed
zones—thus, no pressure coupling is necessary.

The heating elements, coal lance, and quench are modeled as
fixed temperature surfaces, and the reactor outer surface is subject
to heat transfer by natural convection based on the surface temper-
ature and vessel geometry.44 The co-flow is introduced above the
coal injection point from the side of the reactor sidearm at ambient
temperatures at the desired flow rate and composition (coflowInlet),
while coal or char particles are fed from the top at ambient temper-
atures with pure nitrogen (coalInlet). Nitrogen is introduced via the
cooled sample probe to quench the reaction process. All particles
and the fluid have to leave the reactor through the probe (probe-
Outlet). The boundary conditions are summarized in Table I. The
Reynolds number of the gas flow in the reaction zone is ∼1500 for
both pressures.

The overall mesh consists of ∼27 × 106 hexa-dominant cells.
The central fluid region is discretized by 6.3 × 106 of these cells,
which is ∼20 times the resolution used in a previous CFD study
of the same region.21 A mesh study of the reactive zone was con-
ducted using up to 40% coarser (2.45 × 106 cells) and up to 60%
finer (29 × 106 cells) meshes. The results showed that mesh conver-
gence was achieved for the mesh used for the reaction zone in the
PEFR simulations. The loose region coupling required more than
300 000 iterations for the solution to converge. On 16 core AMD
Epic 7351 with 16 GB RAM per core, this took between 14 days and
21 days.

The dilute coal/char mass flow (around 1 g/min or 1 ml/min on
a volumetric basis) contributes ∼0.5% and 10−4% to the overall mass
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TABLE I. Overview of boundary conditions for reactor simulations.

Surface Boundary condition

SiC reactor tube Mixed coupled
Refractory/insulation Mixed coupled
Probe Mixed coupled
Steel pipe Mixed coupled
Fuel injection lance T = 373 K
coalInlet T = 300 K, 1 slpm N2
coflowInlet T = 300 K, 100 slpm CO2
Quench T = 373 K, 40 slpm N2
probeOutlet p = 1 atm/8 atm
probeOutlet p = 1 atm/8 atm

flow and volumetric flow rates. The energy required to heat up the
char particles and gasify them equals ∼5% of the energy introduced
by the co-flow. The CO emerging due to CO2 char gasification con-
tributes ∼5% to the species composition at complete char burnout.
Therefore, we neglect the char stream in the reactor simulations.
Rather, the char conversion behavior is studied in a post-processing
step after obtaining steady-state reactor gas-flow and temperature
conditions. The quality of the reactor simulations is assessed by
comparing temperature measurements and predictions for the two
different pressure levels (1 atm and 8 atm) for which char conver-
sion measurements were made. However, the local (on a cell basis)
source terms of the char mass flow are higher than the global one.
In the vicinity of the tip of the lance, the source terms (per sec-
ond) for momentum, energy, and CO equal up to ∼100%, 50%, and
15% of the amount in the corresponding cell. Individual cells in this
region exceed these values. Source terms of similar scale occur in the
quench region. Furthermore, the particle energy source/sink exceeds
10% in densely populated regions with local maxima of 45%–50%.
However, the influence of the local source terms on the simulation
results depends on the residence time of the fluid in the individ-
ual cells. For long residence times and high local source terms, the
two-way coupled solution will deviate significantly from the one-
way coupled approach presented here. Expected velocities and cell
size suggest cell residence times well below one second. Neverthe-
less, comparing both approaches is necessary to investigate the error
introduced by the one-way coupling.

Two distinct cases are examined for each pressure level: the
simulated temperature distribution and an idealized, uniform tem-
perature. The steady-state temperature distribution of the reactor
simulation is taken for the first case, while a uniform reaction zone
temperature of 1400 ○C is taken for the latter, as this is the reactor
wall set-point temperature for the experiments. Both temperature
cases feature the same simulated velocity field.

Particle temperatures and char burnout are compared to iden-
tify the errors introduced by the homogeneity assumption. Further-
more, the particle pathways in the reactive zone are investigated.

B. Discrete particle gasification model
The particle conversion strongly depends on the gas tempera-

ture and composition near the particle surface. Therefore, the par-
ticle’s pathway through the reaction zone is crucial if temperature

and concentration gradients exist. In order to determine the actual
coal/char conversion conditions, i.e., residence time, tempera-
ture, and CO2 distribution, an uncoupled Lagrangian approach
is used.

The coal/char conversion model uses pressure, velocity, species,
and temperature fields from the steady-state reactor simulations
and projects coal particles along the flow field. Particle and car-
rier gas properties are mapped for discrete intervals based on
velocity and residence time to obtain heating rates and particle
burnout.

The char conversion model uses a Lagrangian discrete particle
approach with frozen carrier phase fields. The momentum, enthalpy,
and species conservation equations of the Lagrangian particles are as
follows:

mP
du⃗p

dt
= F⃗d + F⃗g

= πd2
P

8
cDρg ∣u⃗p − u⃗g ∣(u⃗p − u⃗g) + mP g⃗, (1)

mP
dhp

dt
= Q̇conv + Q̇rad + ξQ̇gasif

= hAp(Tg − Tp) + ϵσAp( G
4σ
− T4

p) + ξQ̇gasif , (2)

mP
dYp,i

dt
= Ṁgasif ,i. (3)

Here, Ap, mp, u⃗p, t, Fg , and Fd are the coal/char particle sur-
face area, its mass, its velocity, the time, and the gravitational and
drag momentum source terms. hp, Q̇conv , Q̇rad, Q̇gasif , ξ, σ, G, and
Tp denote the particle enthalpy, the source terms for heat trans-
fer (convective and radiative), the energy source due to gasification,
the heat retention coefficient, the Boltzmann constant, the incident
radiation, and the particle surface temperature. The heat retention
coefficient quantifies the fraction of the gasification heat, which ends
up in the solid particle and is assumed to be 0.3 in this work.45,46 The
species conservation equation for the coal particles (Yp ,i) features
source terms for drying, devolatilization, gasification, and oxidation.
All source terms, except the one for gasification (Ṁgasif ,i), are zero for
the current application. Shrinking particle conversion is assumed for
the char particles for simplicity.

The Schiller–Naumann drag correlation is employed for the
gas-particle drag,47

cD(Re) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩

24
Re

+
1

6Re1/3 if Re ≤ 1000

0.424 if Re > 1000.
(4)

The Ranz–Marshall correlation determines the heat transfer coeffi-
cient for the convective heat transfer between coal/char particles and
the fluid phase,48

h =
(2 + 0.6Re1/2Pr1/3)κg

dp
, (5)

where κg is the thermal conductivity of the gas phase. The Stefan
flow has been neglected in this analysis, since the radiative heat flux
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is dominant for the experimental conditions49 and the particle reac-
tion model did not account for diffusional resistance in the boundary
layer. An apparent kinetic model was used to determine the coal char
gasification rate (RCO2 ,eff ),

RCO2 ,eff = A exp(−Ea

RTp
)pn

CO2 . (6)

Here, R and pCO2 denote the ideal gas constant and the bulk
CO2 partial pressure. The kinetic parameters were taken from the
study of Gonzalo-Tirado et al.,50 since they were determined for
similar gasification conditions of a similar sub-bituminous coal. The
pre-exponential factor (A) is 7.55 kg m−2 s−1 Pa−0.45, the activation
energy (Ea) is 148.5 kJ/mol, and the reaction order (n) is 0.45. Ini-
tial testing revealed that these kinetic parameters over-predicted the
conversion rates. A suitable conversion rate was achieved by reduc-
ing A to 1.88 kg/m−2 s−1 Pa−0.45. This nearly fourfold reduction in
the reaction rate relative to the Spanish study may be due to actual
differences in the reactivities of the different coal chars as well as
reflect the lack of accounting for diffusional resistance in the CFD
particle reaction model. In addition, it is possible that imperfections
in the Spanish reactor flow field and mixing (as reflected in the sim-
ulations presented here for the Sandia reactor) could be reflected in
the derived kinetic parameters.

Heating rates of individual particles are determined by a back-
ward differentiation scheme using particle temperature (Ti) and
residence time (ti),

Ki = ΔTi

Δti
= Tn−1

i − Tn
i

tn−1
i − tn

i
. (7)

Particle burnout (η) is determined by the ash tracer method,28

ηi = 1 − YAsh0/YAshi

1 − YAsh0

, (8)

where YAsh0 is the initial ash mass fraction and YAshi is the current
or final ash mass fraction. Char burnout would be expected to be
overestimated by the simple reaction model employed here near
final burnout because the apparent rate expression fails to repro-
duce impacts due to preferential consumption of more reactive char
surfaces51,52 and high ash concentrations.52–54

The coal char’s physical and thermo-physical properties are
summarized in Table II.

TABLE II. Summary of the coal char’s properties.

Property Quantity

Particle size (dP) 90 μm–105 μm
Density (ρP) 800 kg/m3

Specific heat capacity (cp) 1268 J/kg K
Heat of formation (ΔH0

f ) −5.01 MJ/kg
Emissivity (ϵ) 0.9
Mass fraction of carbon (YC) 0.904
Mass fraction of ash (Yash) 0.096

IV. SIMULATION RESULTS
A. 1 atm case
1. Reactor simulation

The steady-state results for the 1 atm case show good agreement
with the measured temperatures. Figure 2 compares the simulated
and measured reactor and surface temperatures. The surface tem-
peratures (T1,surf, T4,surf, and T6,surf) deviate by up to 22 K, while T1
is underpredicted by 50 K. The deviations in the predicted temper-
atures from the measurements at the junction of the two reactor
arms and at the outer surface of the pressure vessel may be due to
buoyancy effects combined with small gaps between refractory lay-
ers, steel pipe, and SiC reactor tube that had to be neglected in the
CFD simulation. This could lead to creeping flows leading to heat
accumulation in the upper reactor region that are neglected in the
simulation. However, since the temperature mid-way down the reac-
tor tube is accurately specified, the temperature distribution in the
reactive zone should be similar to the experimental one.

Figure 3 shows the radially averaged mean temperature profile
along the axial reactor direction. The char injection point is located

FIG. 2. Comparison of the predicted (dots) and measured (crosses and whiskers
for the standard deviation) reactor temperatures for the 1 atm case.

FIG. 3. Simulated gas phase temperatures (solid) and standard deviation of the
simulated temperature in the cross section (dashed) and the uniform temperature
assumption (dotted-dashed) along the axial reactor direction for the 1 atm case.
Char injection is located at 0 m, and the probe is located at 1 m.
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at the axial position 0 m toward the upstream direction, while the
injection lance extends 0.5 m toward the upstream direction. The
reaction zone extends 1 m downstream of the injection point, where
the sampling probe and quench are located. The diagram reveals
an axial, mean temperature difference of around 250 K along the
reaction zone. The radial temperature distribution is represented
by the standard deviation and shows minor variations, except in
the vicinity of the injection point. The peaks of the standard devi-
ation further downstream are located at the sampling ports located
along the reactor whose features increase the turbulence and mixing.
The reaction zone fails to reach the target temperature of 1400 ○C
by ∼40 K.

Figure 4 shows the axial velocity contours for the x (parallel to
the preheat sidearm) and y (perpendicular to the preheat sidearm)
planes in the vicinity of the char injection point. The cross section
reduction due to the flow-straightener causes high velocities near
the walls and peak velocities at the injection plane. Since the particle
carrier gas velocity is much lower than that of the co-flow, a rotating
vortex ring is formed. Figure 5 highlights the flow field characteris-
tics with glyphs. In addition to the large vortex effects throughout
the flow field, small secondary vortices are revealed next to the lance
and the flow-straightener. An asymmetry in the flow field in the x
plane is caused by the momentum of the main gases that are flowing
horizontally before entering the co-flow inlet. Cross-sectional cuts
of velocity through the reaction zone, depicted in Fig. 10, reveal that
this is preserved through the reaction zone.

The elevated temperatures in the reactor center, shown in
Fig. 6, are caused by the vortex ring. The coal carrier gas is pushed
outward toward the walls and mixes with the pre-heated co-flow,

FIG. 4. Axial velocity contours along the x (a) and y (b) planes through the reaction
zone in the vicinity of the injection point for the 1 atm case.

FIG. 5. Velocity field at the x (a) and y (b) planes through the reaction zone in the
vicinity of the injection point for the 1 atm case.

causing the colder regions around ±0.02 m radial position. The max-
imum temperature within the first 0.1 m downstream of the injec-
tion point is below 1300 ○C, which is more than 100 K below the
set point temperature of 1400 ○C. The cross-sectional cuts in Fig. 7

FIG. 6. Temperature contours along the x (a) and y (b) planes through the reaction
zone in the vicinity of the injection point for the 1 atm case.
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FIG. 7. Temperature contours for reaction zone cross sections along the axial reac-
tor direction for the 1 atm case. Axial positions: (a) 0.01 m; (b) 0.02 m; (c) 0.08 m;
(d) 0.50 m.

highlight the temperature stratification near the particle injection
point. A uniform temperature field is first approached 0.08 m
downstream from the particle injection point.

Figure 8 shows the radial CO2 contours of the 1 atm case. The
CO2 co-flow mixes within 0.01 m with the N2 carrier gas. Despite the
flow-straightener, the contours on the x plane show an asymmetry
due to the flow field.

2. Char gasification simulation
Figure 9 shows the particle temperatures for the simulated

and uniform gas phase temperature distributions along the axial
reactor direction for the same velocity field. Both cases feature a
rapid heat-up when leaving the injection lance. In the case of the
hypothetical uniform temperature field, particles reach the expected
gasification temperature immediately after entering the reactive
zone.

The overall experimentally measured burnout ratio for the 1
atm experiments was 49%. The mean particle burnout is 51% for the
simulated temperature distribution and 69% for the uniform tem-
perature distribution. The median residence time of the modeled
particles is 0.28 s, while the experimental residence time was esti-
mated to be 0.20 s, based on an assumption of plug flow in the reac-
tor. The average particle heating rates for the simulated and uniform
temperature profiles are 50 000 K/s and 60 000 K/s.

Figure 10 indicates char particle positions in the reactor. This
indicates that the vortex ring at the exit of the lance disperses the
char particles toward the wall, where they tend to stay in the cooler

FIG. 8. CO2 contours along the x (a) and y (b) planes through the reaction zone in
the vicinity of the injection point for the 1 atm case.

gas regions. The zig-zag-like pattern of the particle positions is
caused by the flow characteristics of the flow-straightener. Further
downstream, the zig-zag pattern vanishes and the particles distribute
over a large part of the cross section. The asymmetry in the particle
positions further downstream is caused by the asymmetry in the flow
field.

FIG. 9. Particle temperatures (solid) and standard deviation (dashed) for the real
(blue) and ideal (red) gas phase temperature distributions along the axial reactor
direction for the 1 atm case. Char injection is located at 0 m, and the probe is
located at 1 m.
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FIG. 10. Axial velocity contours for reaction zone cross sections along the axial
reactor direction for the 1 atm case. The symbols indicate intersections of the
particle trajectories with the cross-sectional plane [the majority of particles in (b)
and (c) are moving upward]. Axial positions: (a) 0.01 m; (b) 0.02 m; (c) 0.08 m; (d)
0.50 m.

B. 8 atm case
1. Reactor simulation

Figure 11 compares the measured and simulated reactor tem-
peratures and surface temperatures for the 8 atm case. As with
the 1 atm case, differences for the controlling temperature sensors
are negligible, but simulated and experimental surface temperatures
(T1,surf, T4,surf, and T6,surf) differ by up to 25 K. T1 is significantly

FIG. 11. Comparison of the predicted (dots) and measured (crosses and whiskers
for the standard deviation) reactor temperatures for the 8 atm case.

underpredicted, since heat accumulation in the upper reactor region
due to buoyancy induced creeping flows is not captured by the sim-
ulation, similar to the 1 atm case. As before, the correct modeling of
the preheater and reactor tube temperatures should guarantee that
gas temperatures are fairly accurately modeled.

The axial temperature profile, shown in Fig. 12, reveals that the
temperature differences and the inequalities in the radial direction
are similar as for the 1 atm case. In particular, the mean temperature
fails to reach the set point temperature of 1400 ○C by ∼50 K. Further-
more, an axial temperature difference in the reaction zone of ∼250 K
exists.

Figure 13 depicts the axial velocity contours for the 8 atm
case. Lower velocities occur compared to those in the 1 atm case
due to the higher static pressure and the fact that the same mass
flow rates for the carrier gas and co-flow are employed at both
pressures. Figure 14 reveals a smaller vortex ring than that in the
1 atm case. This is due to a lower relative velocity between the
carrier gas and the co-flow in the 8 atm case. However, small
vortices exist next to the flow-straightener wall and the injection
lance. A flow asymmetry caused by the horizontal co-flow is clearly
visible in the x planes of Figs. 13 and 14. Cross-sectional cuts
through the reaction zone (Fig. 19) confirm the asymmetric flow
profile.

The temperature contours in Fig. 15 feature different char-
acteristics for the 8 atm case than for the 1 atm case (Fig. 6).
A homogeneous temperature field exists after ∼0.025 m, due to
the smaller vortex ring and lower velocities. Figure 16 confirms
this. The temperature reaches ∼1200 ○C within 0.08 m. The x
plane temperature contours show no influence of the one-sided
co-flow inlet.

The CO2 contours of the 8 atm case, shown in Fig. 17, reveal
an influence of the co-flow on the mixing of the carrier gas and
co-flow. An N2-rich stream penetrates the reactive zone ∼0.075 m.
The zone where the carrier gas and co-flow mix is smaller than
that in the 1 atm case, presumably due to the lower mean axial
velocities.

FIG. 12. Simulated gas phase temperatures (solid) and standard deviation of the
simulated temperature in the cross section (dashed) and the uniform temperature
(dotted-dashed) along the axial reactor direction for the 8 atm case. Char injection
is located at 0 m, and the probe is located at 1 m.
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FIG. 13. Axial velocity contours along the x (a) and y (b) planes through the
reaction zone in the vicinity of the injection point for the 8 atm case.

2. Char gasification simulation
Figure 18 shows the mean axial particle temperature profile for

the 8 atm case featuring different temperature fields but the same
velocity field. The heating rates are similar to those of the 1 atm

FIG. 14. Velocity field at the x (a) and y (b) planes through the reaction zone in the
vicinity of the injection point for the 8 atm case.

FIG. 15. Temperature contours along the x (a) and y (b) planes through the reaction
zone in the vicinity of the injection point for the 8 atm case.

FIG. 16. Temperature contours for reaction zone cross sections along the axial
reactor direction for the 8 atm case. Axial positions: (a) 0.01 m; (b) 0.02 m; (c) 0.08
m; (d) 0.50 m.
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FIG. 17. CO2 contours along the x (a) and y (b) planes through the reaction zone
in the vicinity of the injection point for the 8 atm case.

case for the simulated temperature distribution. The ideal temper-
ature case shows slower particle heat-up than that of the 1 atm case.
The differences in the simulated particle temperatures at the two
pressures are caused by a combination of longer residence time of
the particles and higher gasification rates for the 8 atm case. The
overall experimental burnout ratio for the 8 atm experiments was
100%. The particle burnout for both temperature distributions is

FIG. 18. Particle temperatures (solid) and standard deviation (dashed) for the real
(blue) and ideal (red) gas phase temperature distributions along the axial reactor
direction for the 8 atm case. Char injection is located at 0 m, and the probe is
located at 1 m.

FIG. 19. Axial velocity contours for reaction zone cross sections along the axial
reactor direction for the 8 atm case. The symbols indicate intersections of the
particle trajectories with the cross-sectional plane [the majority of particles in (b)
and (c) are moving upward]. Axial positions: (a) 0.01 m; (b) 0.02 m; (c) 0.08 m; (d)
0.50 m.

100%, since the char particles are fully gasified before leaving the
reaction zone. The median residence time of the modeled particles
is 1.43 s, while the experimental residence time was estimated to be
1.53 s, based on an assumption of plug flow in the reactor. The aver-
age particle heating rates for the simulated and uniform temperature
profiles are 20 000 K/s and 80 000 K/s. The significant lower heating
rate of the simulated temperatures is a result of lower temperatures
prevailing next to the flow-straightener.

Particles disperse in the 8 atm case due to the vortex at the injec-
tion point. The zig-zag pattern in the particle distribution caused by
the flow-straightener is also present for the lower velocities of the 8
atm case. Figures 19 and 16 reveal that the particles are enclosed by
the cooler gas region in which the carrier gas and co-flow mix in the
vicinity of the flow-straightener. In contrast to the 1 atm case, this is
a concentric region in the reactor center. The asymmetries in tem-
perature and flow fields are also visible in the cross-sectional cuts for
the 8 atm case.

V. SUMMARY AND DISCUSSION
Sandia’s pressurized entrained flow reactor (PEFR) has been

modeled with CFD. The simulation results are in good agreement
with the measured temperatures at the reactor tube surface and
pressure vessel surface. Geometric simplifications necessary for the
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simulation are probably responsible for minor temperature devia-
tions between experiments and the simulations in the upper reac-
tor region. The simulated temperature distribution of the reaction
zone differs substantially from the idealized temperature frequently
invoked by experimental researchers, particularly in the mixing zone
between the cool injected particles and carrier gas and the surround-
ing hot reaction gas. The maximum temperature in the simulated
reaction zone is ∼1350 ○C for a nominal reactor set-point tempera-
ture of 1400 ○C. Moreover, the simulation results indicate that the
introduced coal particles continue to reside in the cool carrier gas
flow paths for some time after entering the reactor.

The simple, uncoupled modeling approach for char conversion
shows reasonable agreement for the overall burnout ratios. These
simulations used kinetic parameters with the pre-exponential fac-
tor reduced by a factor of 4 from a conventional reactor analysis. In
a conventional analysis, the residence time is estimated by assuming
plug flow and the temperature is assumed to be the set-point temper-
ature. The reasonably small differences in kinetic rate parameters for
a conventional analysis and the analysis in this work are due to the
fortuitous offsetting of errors associated with overestimating particle
reaction temperatures and underestimating particle residence time
in a conventional analysis.

Simulated median particle residence times differ by ∼40% for
the 1 atm case and ∼10% for the 8 atm case compared to those
resulting from the plug flow velocities used in experimental anal-
ysis. The Stokes number for the particles gives values below unity;
thus, the particles follow the flow ideally. The particle residence time
is affected by the vortex rings that form at the exit of the flow-
straightener and the cross-sectional flow profile featuring higher
velocities of the core flow. The two effects counter to each other, as
the vortex ring increases the residence time, while the higher velocity
decreases the residence time compared to the residence time assum-
ing plug flow. Comparing the 1 atm and 8 atm cases indicates that
the vortex size has a significant impact on the particle residence time.
The effect of the vortex ring on the residence time dominates in the
1 atm case, while the high core flow velocity dominates in the 8 atm
case.

In the 8 atm case, the simulated char particles are fully gasified
before leaving the reactor. Therefore, an evaluation of the influence
of the temperature in the reaction zone (simulated or uniform) is
only possible for the 1 atm case. Approximately 20% more char mass
is gasified if a uniform temperature exists in the reactive zone. The
relative error of the burnout ratio between simulated and uniform
temperatures is 40%. Taking into account the residence time based
on the plug flow velocity and the simulated one, the error introduced
by the residence time is of the same order of magnitude.

The error introduced to kinetic parameters fitted from exper-
imental burnout and idealized temperature has been estimated by
extracting the pre-exponential factors from the 1 atm simulation
data and the idealized temperature profile and estimated residence
time. The activation energy and reaction order were assumed to
be fixed for this calculation. The results indicate an ∼10% lower
pre-exponential factor for the simulated case.

VI. CONCLUSION
In conclusion, extracting accurate conversion rates and kinetic

parameters requires comprehensive models, which incorporate all

relevant effects,15 e.g., temperature gradients and velocity profiles.
We strongly recommend that one employs thorough reactor mon-
itoring systems and/or spatially resolved modeling to investigate
similar effects for any reactor prior to model fitting of experimental
results. These results also highlight the value in employing tech-
niques for determining particle reaction rates through measure-
ments of particle temperature differences from the surrounding flow
and assessment of the instantaneous energy balance,1,4 as such an
approach is insensitive to the flow history effects outlined here.
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APPENDIX A: INSULATION MATERIAL TESTS
A cylindrical test vessel was constructed to examine the ther-

mal conductivity behavior of porous refractory insulation at elevated
pressures. The vessel has a central heated test section, with a length
of 0.3 m and a diameter of 0.3 m for the refractory insulation. Con-
centric insulation layers enclose the electrical heating element in
the center, which is separated from the first layer of insulation by
argon gas. Thermocouples were embedded in the insulation at var-
ious radial positions along the axis of the vessel. Figure 20 shows

FIG. 20. Schematic top (left) and side (right) views of the insulation test simulation
domain. A: argon zone; B: AL30 layer; C: inner ALC layer; D: outer ALC layer; E:
AXL layer; F: SST 316 jacket.
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FIG. 21. Comparison of experimental temperatures and simulation results for the 1
atm (a) and 20 atm (b) vertical test cases. Dashed lines show the results for ±20%
AL30 thermal conductivity.

FIG. 22. Comparison of experimental temperatures and simulation results for the
1 atm (a) and 20 atm (b) horizontal test cases. Dashed lines show the results for
±20% AL30 thermal conductivity.

the radial and axial cuts through the test section to illustrate the
setup. The heating element is not shown. The vessel was mounted
on a stand that allowed it to be supported in either a vertical or a
horizontal arrangement, to allow for an investigation of buoyancy
effects. Tests at ambient pressures and at 20 atm were conducted.
Heat flux analysis was performed using steady-state temperature
measurements. The evaluations indicate a heat loss of ∼350 W for
the test section and a heater surface temperature of ∼1350 ○C.

Again, we used chtMultiRegionFoam for the insulation simu-
lations. Boundary conditions were fixed temperature at the inner
boundary (1350 ○C), while a natural convection boundary condi-
tion according to Tetsu and Haruo55 was set at the vessel surface.

TABLE III. Thermo-physical properties of refractory materials.

AL3065,66

Density c1 480 kg/m3

Specific heat capacity c1 1047 J/kg/K

Thermal conductivity c1 1.97 × 10−2 W/m/K
c2 1.29 × 10−4

ALC67

Density c1 240 kg/m3

Specific heat capacity c1 1024 J/kg/K

Thermal conductivity c1 −5.25 × 10−2 W/m/K
c2 1.77 × 10−4

ASH68

Density c1 320 kg/m3

Specific heat capacity c1 1032 J/kg/K

Thermal conductivity c1 −2.74 × 10−2 W/m/K
c2 1.61 × 10−4

AXL69

Density c1 280 kg/m3

Specific heat capacity c1 1024 J/kg/K

Thermal conductivity c1 −1.51 × 10−2 W/m/K
c2 1.72 × 10−4

Contronics 3000F70

Density c1 192 kg/m3

Specific heat capacity c1 1046.7 J/kg/K

Thermal conductivity c1 −3.96 × 10−2 W/m/K
c2 1.63 × 10−4
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TABLE IV. Thermo-physical properties of ceramic materials.

Al2O3
71,72

Density 3950 kg/m3

Specific heat capacity72 c1 c2 c3 c4 c5 c6 c7 c8

J/kg/K −627.99 9.09 −2.12 × 10−2 2.79 × 10−5 −2.16 × 10−8 9.74 × 10−12 −2.37 × 10−15 2.41 × 10−19

Thermal conductivity71 c1 c2 c3 c4 c5 c6 c7 c8

W/m/K 106.04 −0.45 9.69 × 10−4 −1.22 × 10−6 9.14 × 10−10 −4.05 × 10−13 9.73 × 10−17 −9.79 × 10−21

SiC73,74

Density 3950 kg/m3

Specific heat capacity74 c1 c2 c3 c4 c5 c6 c7 c8

J/kg/K −1141.26 6.52 −8.99 × 10−3 7.80 × 10−6 −4.40 × 10−9 1.57 × 10−12 −3.24 × 10−16 2.90 × 10−20

Thermal conductivity74 c1 c2 c3 c4 c5 c6 c7 c8

W/m/K 114.15 −0.22 3.03 × 10−4 −2.96 × 10−7 1.90 × 10−10 −7.59 × 10−14 1.70 × 10−17 −1.62 × 10−21

Thermo-physical properties of the refractory materials and the SST
316 jacket were taken from Appendix B. The thermo-physical prop-
erties of argon from the GRI3.0 mechanism were employed for the
fluid phase at the center. A SIMPLE algorithm advanced the simu-
lations to the steady-state. Residuals for the steady-state were below
10−8 for the energy equation and below 10−3 for the momentum
equation. During the solution process, simulations at 20 atm pres-
sure crashed repeatedly and the velocity and pressure snapshots
showed regular vortices in the argon region. Various researchers
have investigated the buoyancy driven flow in horizontal concen-
tric cylinder annuli.56–60 From their results, it is evident that the
steady crescent-shaped flow transforms into an unsteady periodi-
cally oscillating flow exceeding a critical Rayleigh number. Similar
investigations have been performed for vertical concentric cylinder
annuli.61–63 They show that transient effects exist above a critical
Rayleigh number. The discrepancies found here between simula-
tions and experiments in the 20 atm case might be caused by these
transient effects, since steady-state solvers neglect them. An indica-
tion of possible transient effects in steady-state simulations is poor
convergence or crashes.

Figures 21 and 22 compare the measured temperatures and
simulation steady-state results for the vertical and the horizontal
test cases. Simulations show good agreement for the tests at 1 atm.
Steel pipe surface temperatures only differ by a few Kelvin between
the simulations and the measurements. The horizontal test at 20
atm agrees well with the simulations. The vertical results at 20 atm
over-predict the temperature throughout the volume, although the
experimental and predicted surface temperatures show good agree-
ment. Transient flow phenomena might be responsible for some of
the deviations between experiments and calculations. An alternative
explanation is a pressure dependence of the thermal conductivity of
the refractory insulation. To test this assumption, the thermal con-
ductivity of AL30 was decreased and increased by 20%. The dashed
lines indicate the results using the lower and higher AL30 conductiv-
ities. Both variations are too low to significantly alter the simulation

results. Thus, the transient flow effects seem to be a better rationale
for the deviations between experimental and simulation results, par-
ticularly since the measured and predicted temperatures are in good
agreement for the 20 atm case when the cylinder is horizontal.

APPENDIX B: MATERIAL PROPERTIES
Temperature dependent properties (ϕ) were expressed as poly-

nomial functions up to seventh order,

ϕ = c1 + c2T + c3T2 + c4T3 + c5T4 + c6T5 + c7T6 + c8T7. (B1)

For constant properties, only c1 deviates from zero.

TABLE V. Thermo-physical properties of steel materials.

SST 31475

Density c1 7185 kg/m3

Specific heat capacity c1 469.44 J/kg/K
c2 0.13 J/kg/K

Thermal conductivity c1 8.12 W/m/K
c2 1.62 × 10−2

SST 31675

Density c1 7060 kg/m3

Specific heat capacity c1 458.98 J/kg/K
c2 0.13 J/kg/K

Thermal conductivity c1 9.25 W/m/K
c2 1.57 × 10−2
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TABLE VI. Mean emissivity coefficients.

Material Value

Al2O3 0.75 Estimated72,76

AL30 0.45 Estimated76,77

ALC 0.45 Estimated76,77

ASH 0.45 Estimated76,77

AXL 0.45 Estimated76,77

Contronics 3000F 0.45 Estimated76,77

SiC 0.75 Estimated78,79

SST 314 0.40 Estimated80

SST 316 0.40 Estimated80

Tables III–V summarize the employed polynomial expressions
for the thermo-physical properties of the refractory materials, the
ceramic parts, and the steel parts.

Table VI summarizes the employed mean emission coefficients
ϵ. They were estimated based on mean emissivity measurements,
spectral measurements, and subsequent interpolation of the black
body function64 and interpolation between pure substance values,
e.g., for SiC.
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